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Abstract

Recognizing sources of opinions is an important
task in sentiment analysis. Different from previ-
ous works which categorize an opinion according
to whether the source is the writer or the source is
a noun phrase, we propose a new categorization of
opinions according to the role that the source plays.
The source of a participant opinion is a participant
in the event that triggers the opinion. On the con-
trary, the source of a non-participant opinion is not
a participant. Based on this new categorization,
we classify an opinion using phrase-level embed-
dings. A transductive learning method is used for
the classifier since there is no existing annotated
corpora of this new categorization. A joint predic-
tion model of Probabilistic Soft Logic then recog-
nizes the sources of the two types of opinions in a
single model. The experiments have shown that our
model improves recognizing sources of opinions
over baselines and several state-of-the-art works.

1 Introduction

Opinions are ubiquitous in languages. An explicit opinion
has three components: the source (whose opinion is it), the
opinion expression indicating polarity (positive, negative or
neutral), and the target (what is the opinion toward). This pa-
per focuses on recognizing sources of explicit opinions that
can be anchored to specific entities, including the writer of
the document and the heads of noun phrases (NPs) in the sen-
tence. Most of previous works in sentiment analysis focus on
analyzing reviews such as amazon reviews or movie reviews
[Liu, 2012; Socher et al., 2013]. Those works assume that
the opinion sources are the writers. However, in other genres
such as blogs or editorials, the opinion sources are not always
the writers. Consider the examples in Table 1.

In (Ex1), there is a negative opinion. The opinion expres-
sion is criticized. The source is Tom. The target is the student.
In (Ex2), the source of the negative opinion criticized is still
Tom, though it is according to Mary’s unexpected thoughts.
In (Ex3), there is a positive opinion. The opinion expression
is considerate. The positive opinion is stated by Mary, and
the source of it is Mary as well. In (Ex4), the positive opin-
ion toward Jack is attributed to the writer (or the speaker). In
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(Ex5), there is a negative opinion. The opinion expression is
embezzled. The source is the writer. The target is He.

As we can see, the source of an opinion can be the writer or
an entity represented by a noun phrase in the sentence (e.g.,
Mary, Tom). Several previous works contribute to recogniz-
ing noun phrases as sources [Choi et al., 2005; 2006; Wie-
gand and Klakow, 2010]. They use sequence labeling tech-
niques to label phrases as sources or classify noun phrases in
the sentence. A few recent works [Yang and Cardie, 2013;
Johansson and Moschitti, 2013] develop binary classifiers to
determine whether the source is the writer. If not, they use
similar methods as previous works did to label noun phrases
as sources. In short, previous works categorize opinions as
the ones whose sources are the writers or the ones whose
sources are noun phrases. According to the previous works,
(Ex1), (Ex2) and (Ex3) are in the same category since the
sources are noun phrases, while (Ex4) and (Ex5) are in the
other category since the sources are the writer.

However, not all the noun phrase sources play the same role
in terms of the opinions. The opinion expressions in (Ex1)
and (Ex2) are events (i.e., actions) and the sources are the
agents of the events. (Tom is the agent of the event criticized
which represents a negative opinion.) However, though the
opinion expression in (Ex5) is also an event (embezzled), the
source is not the agent (He) but the writer. The opinion ex-
pressions in (Ex3) and (Ex4) are not events and the sources
are not semantic roles of the opinion. Further, if we interpret
(Ex3) as Mary: “Jack is very considerate.”, (Ex3) is very sim-
ilar to (Ex4) since the sources are the persons who state the
opinions. Similarly, the source in (Ex5) is the writer who state
the opinion instead of anyone participating in the embezzled
event. Thus, the methods developed to recognize sources in
(Ex3), (Ex4) and (Ex5) should be different from the methods
developed to recognize sources in (Ex1) and (Ex2). How-
ever, previous works develop the same method to recognize
sources in (Ex1), (Ex2) and (Ex3) since the sources are all
noun phrases. They use semantic role labeling outputs as im-
portant features during the training. This may result in failing
to find the source in (Ex3) because the source is not a seman-
tic role of the opinion. This may also result in misclassifying
He as the source in (Ex5) because He is the agent of the event.
Different from previous works, we first classify (Ex1) and
(Ex2) in one category, and classify (Ex3), (Ex4) and (ExS5) in
the other category, and then recognize the sources. Specif-



Sentence (Boldfaced Opinion Expressions) Source Agent  Previous Categories Our Categories
(Ex1) Tom criticized the student. Tom Tom  source is noun phrase source is participant
(Ex2) Mary didn’t expect that Tom criticized the student. Tom Tom  source is noun phrase source is participant
(Ex3) Mary says that Jack is very considerate. Mary N/A  source is noun phrase  source is non-participant
(Ex4) Jack is very considerate. writer N/A source is writer source is non-participant
(Ex5) He embezzled the pension. writer He source is writer source is non-participant

Table 1: Examples of Opinions, Sources of opinions, Agents of opinions, and Categories of opinions

ically, we name opinions such as (Ex1) and (Ex2) as par-
ticipant opinions because the sources are participants in the
events that trigger the opinions. we name opinions such as
(Ex3), (Ex4) and (Ex5) as non-participant opinions because
the sources are non participants. For example, the source can
be someone who states the opinions. To our best knowledge,
this is the first paper to point out the differences between
participant opinions and non-participant opinions in the field
of fine-grained sentiment analysis, and to utilize such differ-
ences to improve recognizing sources.

In summary, this paper aims at recognizing sources of
participant opinions and non-participant opinions where the
sources can be the writer or noun phrases in the sentences.
To illustrate our work, we first introduce our definitions of
participant opinions and non-participant opinions (Section 3).
Based on the definitions, we develop a transductive SVM bi-
nary classifier to judge whether an opinion is a participant
opinion or a non-participant opinion (Section 4). We choose
transductive learning because existing opinion-oriented cor-
pora do not contain the gold standard information of whether
an opinion has a participant source or a non-participant
source. Based on the classification results and a set of au-
tomatically extracted source candidates, we use a Probabilis-
tic Soft Logic model to jointly recognize the sources of the
two types of opinions in one single model (Section 5). The
experiments have shown that our model has achieved better
performances in F-measure than state-of-the-art works (Sec-
tion 6). Finally we give the conclusion (Section 7).

2 Related Work

Different from the works analyzing reviews that assume the
sources are the writers [Liu, 2012; Socher et al., 2013], Choi
et al., [2005] use Conditional Random Field (CRF) to recog-
nize which phrases are the sources of opinions. Later, Choi
et al., [2006] use CRF to automatically extract both opin-
ion expressions and opinion sources. A binary classifier is
run to assign sources to opinions. Finally an Integer Linear
Programming model is run to choose the best configuration
of correspondences of opinions and sources. Wiegand and
Klakow [2010] consider all the noun phrases in the sentence
and train a binary SVM classifier to judge whether a noun
phrase is the source of a given opinion expression. They de-
velop new convolution kernels used in SVM which are able
to identify meaningful fragments of sequences or trees. Later
Wiegand and Klakow [2012] develop generalization features
to improve cross-domain opinion source extractions. Differ-
ent from all the aforementioned works, this paper focuses on
both cases where the sources can be the writers or phrases.
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A few previous works extract sources including both writ-
ers and phrases in the text [Yang and Cardie, 2013; Johansson
and Moschitti, 2013]. They follow a procedure similar to that
of Choi et al. [2006]. One of the differences from Choi et
al. [2006] is that a binary classifier is run to predict when
the source is not a noun phrase. By this classifier, the model
tries to recognize writer sources. Though the state-of-the-art
works take into account both writer and noun phrases as po-
tential sources, they did not model the distinction between
participant opinions from non-participant opinions.

The sources of some non-participant opinions are the peo-
ple in the text who state the opinion such as (Ex3). Recog-
nizing such sources is similar to speaker attribution in quo-
tation analysis [Glass and Bangay, 2007; Elson and McKe-
own, 2010; O’Keefe et al., 2012; Pareti et al., 2013]. We did
not employ the techniques for speaker attribution in this pa-
per because the features used in speaker attribution are extra-
sentences and even extra-paragraphs, while we focus on rec-
ognizing sources of opinions within the sentence in this paper.

3 Definitions of Two Types of Opinions

A participant opinion is an opinion attributed to someone
who is a participant in the event that triggers the opinion.
The opinion expression of a participant opinion is usually an
event directly triggering opinions (e.g., criticize in (Ex1) and
(Ex2)). The source of it (e.g., Tom in Ex(1) and Ex(2), par-
ticipant source) is usually a noun phrase.

A non-participant opinion is an opinion attributed to some-
one who is not a participant of the opinion. The opinion
expression of a non-participant opinion is usually a descrip-
tion of the target (e.g., considerate in (Ex3) and (Ex4)). The
source (non-participant source) can be the writer of the doc-
ument such as (Ex4) and (Ex5) (writer source). There is no
span of the writer source in the text. A non-participant source
can be an entity in the text such as (Ex3) (nonParticipantNP
source). A nonParticipantNP source is usually a noun phrase.

One thing to point out is that in some opinion-oriented cor-
pora such as MPQA [Wiebe et al., 2005] a few opinions do
not have explicit sources in the sentence. Consider Insulting
the Prophet is a violation to human rights. The event Insult-
ing does not have an explicit agent. The negative opinion trig-
gered by the insulting event does not have an explicit source
as well. The source may refer to anyone in the world. Now
consider Chavez’ candidacy raised expectations. Though it
is annotated as a positive opinion, the sentence does not spec-
ify whose expectations are raised, neither does it specify who
are positive about this. The goal in this paper is to anchor the
opinion sources to specific entities (either the writer or heads



of noun phrases in the sentence). But such implicit source
cannot be anchored to a specific entity. Thus, we do not con-
sider opinions whose sources are implicit. About 5 percent
opinions have implicit sources in MPQA.

4 Classifying Two Types of Opinions

We develop a binary classifier to distinguish non-participant
opinions from participant opinions. The features used in
the classifier are given in Section 4.1. As stated in Sec-
tion 1, a challenge of this classification is the lack of labeled
data. Though fine-grained opinion annotated corpora such as
MPQA provide the source annotations of opinions, the anno-
tations do not contain labels specifying whether the source
is a participant or not. We describe how to train the binary
classifier using the limited resources in Section 4.2.

4.1 Features

We use embeddings of opinion expressions as features for the
binary classifier. We did not use any linguistic feature such
as Part-Of-Speech or N-gram. Compare (Ex1) and (Ex5)
in Section 1. Both opinion expressions are events and they
have agents. And both opinion expressions are the words
(criticized in (Ex1) and embezzled in (Ex5)) which can be
found in sentiment or connotation lexicons. But (Ex1) is a
participant opinion while (Ex5) is a non-participant opinion.
Rather, we want to capture the differences by the meanings
of the opinions expressions. We follow the same method in
[Socher et al., 2011] to generate word-level and phrase-level
embeddings, which were used to recognize paraphrases. It is
promising to use such embeddings to represent the meanings
of the phrases.

In [Socher et al., 20111', an unfolding recursive autoen-
coder (RAE) is used to learn the embeddings for nodes on
the binary parse tree where each parent has two children. Dur-
ing the encoding, the parent vector p; is computed from the
children vectors (cy,c2), recursively the parent vector po is
computed from the children vectors (cs,p1).

p1 = f(Welers o] +be)  p2 = f(Weles;p1] + be)

The W, is the encoding matrix to learn. Recursively we en-
code all the non-terminal nodes on the binary parse tree. Then
during the decoding process, the parent vector is decoded to
the two children vectors via reconstruction:

[¢5;p1] = f(Walpe] +ba)  [ch;¢5] = f(Walp!] + ba)
where W, is the decoding matrix to learn. Similarly to en-
coding, the decoding is recursively conducted on each node.

For the node p- that spans from word ¢y, c2 to c3, the Eu-
clidean distance between the original input of the leaves and
the reconstructed representations of leaves is:

E(p2) = |[l¢4; chi 4] = [ers cas s
By minimizing the sum of all the Euclidean distances on all
the nodes, we can learn the encoding and decoding matrices.

Following [Socher et al., 2011], we generate a 100-
dimension embedding vector for each opinion expression. A
binary classifier is trained to learn the weight of each dimen-
sion. In the next section we discuss how we obtain the train-
ing data and how we use the training data to learn the weights.

! Available at http:/goo.gl/4vKQGu

2777

4.2 Training

We select non-participant opinion instances and participant
opinion instances from the current opinion annotations in
MPQA. Since there is no such label corresponding to the dis-
tinction between the two types of opinions, we use heuris-
tics to select non-participant opinion instances and partici-
pant opinion instances. A selected non-participant opinion
instance should have a much higher confidence being a non-
participant opinion than being a participant opinion. For
non-participant opinion instances, we collect the opinion ex-
pressions whose sources are annotated as writer since we
are sure such opinions are non-participant opinions. Simi-
larly, a selected participant opinion instance should have a
much higher confidence being a participant opinion than be-
ing a non-participant opinion. Based on our observation (e.g.,
(Ex1) and (Ex2)), a participant opinion is usually a predicate
and its source is usually the subject (A0) of the predicate. For
participant opinion instances, we collect the opinion expres-
sions which are predicates and at the same time their sources
are the subjects of the predicates. For the remaining opinion
annotations, we treat them as unknown instances.

We use two different training methods to learn the weights.
In the first method, we simply use the selected non-participant
opinion and participant opinion instances. We train an
SVM classifier [Vapnik, 2013; Joachims, 1999a] to learn the
weights (non-transductive SVM). In the second method, we
use all the instances including the unknown instances to train
a transductive SVM [Joachims, 1999b] to learn the weights
(transductive SVM)?.

The transductive SVM uses the unlabeled data to adjust the
boundary so that the hyperlane separates both labeled and un-
labeled data in the training set. Note that, only unlabeled data
in the training set are used to learn the weights. None of the
testing data is observed during training. It adds slack vari-
ables (&; and fu), which allow the model to trade-off between

misclassifying labeled data (z;, ;) and excluding unlabeled
data (£, ¥/,,) [Joachims, 1999b].

min sl +CY &+ 0%, L
W,y Yus§isSu

st. Vi yi(wz; +b) >1-¢&

Yu  yu(wd, +b) >1-&,

5 Recognizing Sources of Two Types of
Opinions

To recognize sources of the two types of opinions, we choose
a joint model instead of a pipeline end-to-end system which
may suffer from accumulated errors. Different from the joint
models used in the previous works which extract both writer
sources and noun phrase sources, we choose Probabilistic
Soft Logic (PSL) [Broecheler et al., 20101°. A PSL model
is defined using a set of atoms to be grounded, and using a
set of weighted if-then rules as constraints. We choose PSL
because the constraints are expressed in first order logic rules
which are flexible to create and intuitive to understand.

2 Available at http://svmlight joachims.org/
3 Available at http://psl.umiacs.umd.edu/



(R1) Opinion(o) A NPW(s) A NonParticipantOpinion(o) A NonParticipantNP(o,s) — Source(o,s)
(R2) Opinion(o) A NPW(s) A NonParticipantOpinion(o) A Writer(o,s) — Source(o,s)

(R3) Opinion(o) A NPW(s) A ParticipantOpinion(o) A CRF(0,s) — Source(o,s)
(R4) Opinion(o) A NPW(s) A ParticipantOpinion(o) A SemanticAgent(o,s) — Source(o,s)
(R5) Opinion(o) A NPW(s) A ParticipantOpinion(o) A SyntacticAgent(o,s) — Source(o,s)

(R6) NonParticipantOpinion(o) — ~ ParticipantOpinion(o) (R7) ParticipantOpinion(o) — ~ NonParticipantOpinion(o)

Table 2: Rules in PSL

For example, we define the atom Source(o,s) to represent
the grounding that the source of the opinion o is s, where o is
an opinion expression and s can be the writer or a noun phrase
in the sentence. If o and s are constants, then Source(o,s) is
a grounded atom. Each grounded atom is assigned a score
by an individual system, PSL takes as input all the individual
scores and the constraints defined by rules among atoms. In
the final output, for example if the score of the grounded atom
Source(criticized, Jack) is larger than zero, it means that PSL
thinks Jack is the source of the opinion criticized, and the
score Source(criticized, writer) being O represents that PSL
thinks the writer is not the source of that opinion.

In this section, we first introduce the PSL model in Section
5.1. Then we introduce the atoms defined for recognizing
sources in Section 5.2. Finally the rules used as constraints
among atoms are introduced in Section 5.3.

5.1 Probabilistic Soft Logic

PSL [Broecheler et al., 2010] uses logical representations
to compactly define large graphical models with continu-
ous variables, and includes methods for performing efficient
probabilistic inference for the resulting models [Beltagy et
al.,2014]. As mentioned above, a PSL model is defined using
a set of atoms to be grounded, and a set of weighted if-then
rules in first-order logic. For example,

friend(z,y) A votesFor(y,z) = votesFor(z,z)
means that a person may vote for the same person as
his/her friend. Each predicate in the rule is an atom (e.g.,
friend(z,y)). A grounded atom is produced by replacing vari-
ables with constants (e.g., friend(Tom, Mary)). Each rule is
associated with a weight, indicating the importance of this
rule in the whole rule set. The weights can be learnt.

A key feature of PSL is that each ground atom a has a soft,
continuous truth value in the interval [0, 1], denoted as I(a),
rather than a binary truth value as in Markov Logic Networks
and most other probabilistic logic frameworks [Beltagy et al.,
2014]. To compute soft truth values for logical formulas,
Lukasiewicz relaxations [Klir and Yuan, 1995] are used:

Iy ANle = max{0,I(l1) + I(l2) — 1}

ll vV ZQ == mln{](ll) + I(lg), 1}

-l =1-1(l)

Arule r = Thody — Theads 1S satisfied (ie. I(r) = 1) iff
I(rpody) < I(rheqa). Otherwise, a distance to satisfaction
d(r) is calculated, which defines how far a rule r is from be-
ing satisfied: d(r) = max {0, I(Tbody) — I(Theaa)}. Using
d(r), PSL defines a probability distribution over all possible
interpretations I of all ground atoms:

p(I) = Zexp{-1x ;R/\r(d(r))g}
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where Z is the normalization constant, A, is the weight of
rule r, R is the set of all rules, and g defines loss functions.
PSL seeks the interpretation with the minimum distance d(r)
and which satisfies all rules to the extent possible.

5.2 Atoms

Two sets of variables are used in the PSL in this paper. The
first set consists of opinion expressions, each of which is de-
noted o. The second set consists of sources, each of which is
denoted s. Since this paper focuses on recognizing sources,
each o is an opinion expression in the gold standard. Given an
opinion expression o in the sentence, we automatically gen-
erate a set S, consisting of different source candidates of o.
Each s, € S, is either the writer or the head of an NP. Note
that we filter out any s that may not be an entity’s head. We
require that an entity must meet at least one of the three cri-
teria: (1) it is a named entity; (2) it is a pronoun; (3) it is an
animate according to the lexicon [Ji and Lin, 2009]. Each en-
try of the lexicon consists of an NP, the frequency that NP is
used as an animate (labeled as who) and the frequency that NP
is used as a non-animate (labeled as which, when, or where).
We consider an NP as an animate if the frequency of who is
higher than the frequency of any other label.

First of all, we define three basic atoms.

(A1) Opinion(o): o0 is an opinion expression

(A2) NPW(s): entity s is a source (NP or writer)

(A3) Source(o,s): the source of opinion o is s

For an opinion o in the gold standard, we create an
Opinion(o) and the score is 1.0. For each source candidate
s that individual systems generate, we create an NPW(s) and
the score is 1.0. The scores of Source(o,s) will be the outputs
calculated by the joint model.

Next, we define two atoms to describe o.

(A4) NonParticipantOpinion(o): o is a non-participant
opinion

(AS) ParticipantOpinion(o): o is a participant opinion

The classifier in Section 4 outputs a score of each
0. If the output is larger than zero, we create a
NonParticipantOpinion(o) and the score is the output. If the
output is smaller than zero, we create a ParticipantOpinion(o)
and the score is the absolute value of the output. The absolute
scores outside the range [0,1] is set as 1.0.

Further, we define atoms representing how we automati-
cally generate source candidates. All the atoms defined below
represent the grounding that s is a source candidate of o and
they are assigned with score 1.0.

(A6) NonParticipantNP(o,s): s is an NP head as non-
participant

(A7) Writer(o,s): s is the writer



(A8) CRF(0,s): s is an NP head extracted by a CRF model
(A9) SemanticAgent(o,s): s is the semantic agent of o
(A10) SyntacticAgent(o,s): s is the syntactic agent of o
NonParticipantNP(o,s) is created if o is a clause and s is
the NP head that dominates o on the constituency parse tree.
Specifically, if o is a clause (e.g., its parent node is labeled as
SBAR in the parse tree), we go up the parse tree from o till the
root, and collect the heads of the noun phrases along the path.

Writer(o,writer) is created if no NonParticipantNP atom of
o is created.

CRF(o,s) is created if a pre-trained Conditional Random
Filed (CRF) model extracts s as the source of o. Previous
experiments have shown that CRF is a strong model in ex-
tracting noun phrases as sources [Yang and Cardie, 2013;
Johansson and Moschitti, 2013]. We expect a CRF model
could recognize the participant sources. Note that if the out-
put from CRF is an NP, we choose the head of it as s. The
features used in the model are typical linguistic features used
in the previous works [Yang and Cardie, 2013].

SemanticAgent(o,s) is created if o is a predicate and s is
the head of the subject (A0) of the predicate extracted by a
semantic role labeling tool. We use SENNA [Collobert et al.,
2011] as the semantic role labeling tool in this paper.

SyntacticAgent(o,s) is created if s is the nsubj of o accord-
ing to the dependency parser. We add the syntactic agent to
retain the recall if the CRF model or semantic role labeling
tool misses any source of an opinion. We use Stanford’s de-
pendency parser in this paper [Manning et al., 2014].

For an opinion o, the set S, consists of all the source can-
didates. PSL assigns scores to each s, in S,. A subset
SpOMPACPAN oo nists of s, created for NonParticipantNP and

. ticipant .
Writer atoms. The other subset S5*“P*™ consists of s, cre-

ated for CRF, SemanticAgent and SyntacticAgent atoms.

5.3 Rules

We define rules used as constraints in PSL to model the rela-
tions of atoms, shown in Table 2. In the top box, Rules (R1)
and (R2) are defined to find the sources of non-participant
opinions. For example, Rule (R2) can be explained as: if
the opinion expression o is a non-participant opinion and s
is a source candidate which is the writer, then we infer the
source of o is s. In the middle box, Rules (R3), (R4) and (R5)
are defined to find the sources of participant opinions. In the
bottom box, Rules (R6) and (R7) are defined to ensure that
the same opinion cannot be both non-participant opinion and
participant opinion. As introduced in Section 5.1, each rule
is associated with a weight, representing how important the
rule is. The weights of Rules (R6) and (R7) are infinite be-
cause they are used has hard constraints. The other weights
are learnt on the training set in the experiment.

6 Experiments and Results

Our experiments are conducted on MPQA 2.0* [Wiebe et al.,
20051, a widely used corpus for fine-grained opinion analysis.
135 documents are used as a development set and a different
set of 400 documents are used for 10-fold cross-validation.

* Available at http://mpqa.cs.pitt.edu/
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Our gold standard opinion expressions are corresponding to
the direct subjectivity annotations and expressive subjectiv-
ity annotations. Our gold standard sources are corresponding
to the agent annotations. We filter out the opinions whose
sources are annotated as implicit (as stated in Section 3) and
filter out the opinions whose sources are outside the sentence.
The set of opinion expressions are the gold standard anno-
tations. There are 11,364 opinion expressions in the cross-
validation set. 3,826 opinion sources (33.67%) are annotated
as the writer, and the other 7,538 opinion sources (66.33%)
are annotated as noun phrases.

In the cross-validation, we use the training set in each fold
to train three components of the whole model: (1) the classi-
fier to classify opinion expressions in Section 4; (2) the CRF
to extract noun phrases as sources in Section 5.2; (3) the PSL
to conduct joint prediction in Section 5. After training, the
whole model extracts sources in the testing set in each fold.

For evaluation, similar to previous works [Yang and
Cardie, 2013], we use precision (P), recall (R) and F-measure
(F1) according to overlap and exact matching metrics. For
both metrics, if the automatically extracted source is the
writer and the gold standard annotation is also the writer, it
is a correct hit. In other cases, according to exact metric, if
the automatically extracted source is the semantic head of the
gold standard annotation span, it is a correct hit. According to
overlap metric, if the automatically extracted source is within
the gold standard annotation span, it is a correct hit.

We have conducted three experiments. The first exper-
iment discusses the performances of our model in recog-
nizing sources, compared to baselines and state-of-the-art
works. The second experiment discusses the contribution of
transductive SVM in recognizing sources, compared to non-
transductive SVM. The third experiment discusses the learnt
weights in the trained PSL. Next we talk about the three ex-
periments.

6.1 Performances of Recognizing Sources

We use two baseline methods. For each opinion o from the
gold standard, the first baseline (S,) uses the whole source
candidate set S, as described in Section 5.2. The second base-
line (S™7) uses a subset of S, based on the classifier output.

If the classifier labels o as a non-participant opinion, then the
second baseline chooses the subset SR PP o¢ Jescribed
in Section 5.2. If the classifier labels o as a participant opin-
ion, then the second baseline chooses the subset SE™°P",
For an opinion o, the outputs from the two baselines S, and
SS’P are sets of sources, which may contain more than one
source. The third baseline (1 € S¥P) builds upon the second
baseline. It chooses the writer source from SnO™Participant i¢
is classified as a non-participant opinion. And it chooses the
source candidate extracted by the CRF model if o is classified
as a participant opinion. The third baseline always outputs a
single source for an opinion. It combines the classification re-
sult and current CRF model in a pipeline approach. Our full
model (Joint) uses the output from PSL. For an o, we take
the s that has the highest positive score of Source(o,s). The
performances are shown in Table 3. A star in F-measures in-
dicates statistical significance according to t-test (p < 0.05).



exact overlap
P R Fl P R Fl1
So | 36.21 | 71.57 | 48.09 | 36.50 | 72.14 | 48.47
S 14750 | 58.35 | 52.37 | 50.19 | 58.88 | 54.19
1es™ | 49.16 | 49.16 | 49.16 | 49.67 | 49.67 | 49.67
Joint | 67.74 | 60.20 | 63.75" | 68.33 | 60.73 | 64.31"

Table 3: Performances of Recognizing Sources

The first baseline S, has the highest recall because it con-

siders all the source candidates. The second baseline Sﬂlp
successfully removes some wrong candidates by improving
the precision and F-measure over S,, indicating that classi-

fying opinions can help recognize sources. The third base-

line 1 € Si° has a higher precision but a sharp drop in re-
call. This is because a pipeline approach may rule out correct
candidates. The full model Joint achieves the best perfor-
mance. Note that, the performances using overlap metric is
only slightly better than using exact metric. This indicates
that when our model recognizes a NP head as the source, in
most cases it is the semantic head of the gold standard anno-
tation. Note that the recall of S, is not 100%. The errors are
cases where the heads of sources are not nouns or pronouns.
For example, the head of the source span Those signing the
document is Those, whose Part-Of-Speech label is DT.

In addition to the two baselines, we also choose three
models from the state-of-the-art works for comparison. The
state-of-the-art works were conducted on MPQA with 10-
fold cross validations as well. Thus we compare to their re-
ported numbers directly. The first model (Pipeline), which
is a pipeline approach, [Yang and Cardie, 2013] uses CRF
to extract opinion expressions, opinion sources and opinion
targets. Then binary classifiers are used to link the extracted
sources (including the writer) and targets to opinions. Based
on the first model’s result, the second model (ILP) [Yang and
Cardie, 2013] uses ILP to optimize the results. The third
model (Re-Rank) is very similar to the second model, ex-
cept that the third model only extracts opinion expressions
and opinion sources and it uses a re-ranker to optimize the re-
sult. Since the state-of-the-art models automatically extracted
opinion expressions, for a better comparison we train a CRF
as described in [Yang and Cardie, 2014] to extract opinion
expressions as well. The training of CRF is also conducted
on the training set in each fold. Our model (Auto+Joint) in
this experiment is different from the Joint in Table 3 since
Auto+Joint takes as input automatically extracted opinion ex-
pressions. Using the evaluation methods in [Yang and Cardie,
2013], we evaluate on the opinions that are correctly extracted
by the model, which are a subset of all the opinions in the cor-
pus. Re-Rank calculates the percentage of overlapping tokens
if an automatically extract source span overlaps with the gold
standard span. The performances are shown in Table 4.

Our model (Auto+Joint) has the highest F-measure. The
Pipeline has the lowest F-measure, indicating that a joint ap-
proach is more appropriate for recognizing sources. The ILP
is better than the Re-Rank, and ILP is slightly worse than our
model. It optimizes both the opinion-source relation and the
opinion-target relation. It is promising to use PSL to jointly
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Method P R F1 metric
Auto+Joint | 66.95 | 60.29 | 63.45 overlap
Pipeline | 47.73 | 54.40 | 50.84 overlap
ILP | 64.97 | 58.61 | 61.63 overlap
Re-Rank | 53.20 | 55.10 | 54.20 | percentage

Table 4: Comparisons to State-of-the-art Models

optimize the extraction of sources and targets in the future.

6.2 Contribution of Transductive SVM

In Section 4.2, we introduce two methods to train the classi-
fier — non-transduction and transduction. The F-measure of
Joint using the transductive SVM in Table 3 is 63.75%. When
we use the classification results from a non-transductive SVM
for the Joint method, the F-measure is 61.47%, which is
worse and the difference is statistically significant via a t-
test (p < 0.05). The F-measure of the baseline (S5) us-
ing transductive SVM is also statistically better than a S&P
using non-transductive SVM (52.37% versus 50.59%). Our
experiments have shown that using transduction to train the
classifier is able to improve recognizing sources.

6.3 Discussion of Trained PSL

We train the PSL model to learn the weights of rules. The
weights learnt in each fold follow the same trend. Since the
initial scores for Atoms (A6)-(A10) are set to be 1.0, the
learnt rule weights are good estimates for how important each
source candidate is. (R2) has the highest weight, indicating
that if there is a writer source candidate extracted, it is very
likely the correct source of an opinion. (R4) has a slightly
higher weight than (R3). Though in most cases the CRF can-
didate is the same as the semantic agent candidate, the model
prefers the semantic agent candidate if the two are not the
same. (R5) has the lowest weight, which is not surprising
because syntactic agent is a weak candidate. Furthermore,
we run a PSL model without learning the weights but assign-
ing each rule with the same weight. The performances are
slightly worse. This shows that the trained weights of rules
help recognize correct sources.

7 Conclusion

This work improves recognizing sources of opinions based on
a new categorization of opinions: non-participant opinion or
participant opinion. A transductive SVM is built to classify an
opinion utilizing existing limited resources. The categoriza-
tion information is then utilized by a Probabilistic Soft Logic
model to jointly recognize sources of the two types of opin-
ions in a single model. The experiments have shown that the
model based on this new categorization of opinions achieves
better performances over baselines and several state-of-the-
art works in recognizing sources.
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