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Abstract

Topic modeling has become a ubiquitous topic
analysis tool for text exploration. Most of the exist-
ing works on topic modeling focus on fitting topic
models to input data. They however ignore an im-
portant usability issue that is closely related to the
end user experience: stability. In this study, we
investigate the stability problem in topic model-
ing. We first report on the experiments conducted
to quantify the severity of the problem. We then
propose a new learning framework to mitigate the
problem by explicitly incorporating topic stability
constraints in model training. We also perform user
study to demonstrate the advantages of the pro-
posed method.

1

In an age of information explosion, statistical topic modeling
techniques have frequently been used to structuralize large
text collections by grouping documents into coherent topics.
Latent Dirichlet Allocation (LDA) [Blei et al., 2003] is one
of the most commonly used approaches to topic modeling due
to its simplicity and its capability to uncover hidden thematic
patterns in text with little human supervision.

Much of the prior research on topic modeling has focused
on enhancing the predictive accuracy of the learned topic
models, i.e., by reducing perplexity. So far, not enough atten-
tion has been paid to the end user experience. In this research,
we investigate topic model stability, a key usability factor that
may significantly affect the experience of users.

Let us begin with an example that illustrates the problem
we are addressing. Consider the example shown in Figure 1.
Suppose that Alice uses a common LDA-based topic mod-
eling tool to organize news articles on Middle East conflicts
into several topics. Each topic is represented by the top key-
words and the top representative documents [Alexander et al.,
2014; Lai et al., 2014; Chaney and Blei, 2012]. Alice decides
to focus on two topics: “Syria War” and “Iraq Violence.” Due
to a system upgrade, Alice needs to retrain the topic model on
the same dataset. After the model is retrained, Alice notices
that the topics have changed. For example, the top keywords
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of the two topics she is interested in now contain both “Syria
War” and “Iraq Violence” keywords. In addition, the article
she read previously about the killings in Iraq now appears to-
gether with “Syria War” articles. In a way, the mental map
Alice has built for the news articles is disrupted, resulting in
confusion and distrust.

The above example illustrates the instability of topic mod-
els when they are retrained on the same dataset. In real-
ity, updating topic models regularly is also a common prac-
tice for many content collections due to their highly dynamic
and constantly growing inventory and the need to capture the
changes of topics over time. The instability gets even worse
when the model is updated after new documents are added
to the system. In this paper, we address the stability prob-
lem in a topic mode by first quantifying its severity, and then
proposing a new learning framework to mitigate the problem
by incorporating topic stability constraints in model training.

2 Stability Analysis

The stability of machine learning algorithms has been stud-
ied previously. A learning algorithm is said to be unstable it
it is sensitive to small changes in the training data. Turney
describes how in one study Decision Tree algorithms failed
to be adopted by process engineers to help them understand
the sources of low yield in a manufacturing process [Turney,
1995]: ... the engineers are disturbed when different batches
of data from the same process result in radically different de-
cision trees. The engineers lose confidence in the decision
trees, even when we can demonstrate that the trees have high
predictive accuracy...” Recent work on recommender sys-
tems [Adomavicius and Zhang, 2012] also shows that unsta-
ble recommendations have a negative impact on the user’s
trust and acceptance of recommender systems.

The potential impact of topic model instability on end user
experience is multifold. (1) Topic Comprehension. The top
N topic keywords inferred by a topic model are often used
by end users to interpret the meaning of a topic. When the
top N topic keywords are changed during model retraining
or update, a user’s capability in interpreting the semantics of
a topic may be disrupted. (2) Document Recall. Topic mod-
els are often used to organize documents into coherent topics.
Any changes in the topics assigned to the documents may dis-
rupt a user’s capability in locating existing documents since
the user may still expect to find them under the old topics. (3)
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Figure 1: Topic modeling results trained on the same dataset in two different runs. The gray box represents each topic, which
consists of a topic keywords list, and three representative documents. After the model is retrained, both the keywords and
representative documents change. Red arrow shows the misplaced documents.

Trust. When different runs of the algorithm on the same in-
put data give different results, users may consider the system
unreliable and thus untrustworthy.

We define three different topic model stability measures
to formally quantify the severity of the problem. Here we
denote D; as the dataset used to train the old topic model M;
with K topics, and D- as the new dataset. D is empty if the
model is retrained on the same data. 1)y U D5 is used to train
the new topic model My with K topics. I(.) is the indicator
function. Here, we assume the topic indexes in M; and Ms
have been aligned.

1. Document topic assignment stability S;. Here, {1; and
lo; are the topic labels assigned to the ith document
based on M; and M.
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2. Topic keywords stability Sj. It measures the average
percentage of unchanged topic keywords in M7 and M.
Each topic is represented by a set of NV keywords (V is
10 in our experiments). Kj; and K5; denote the key-
words set of the ¢th topic in M; and M, respectively.
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3. Token topic assignment stability S;. Here, {1;; and lo;;
are the topic labels assigned to the jth token in the ith
document by M; and Mo.
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According to the definitions, stability is measured on a non-

negative continuous scale, larger values indicate more stable
topic model update.

Sy = (1 ) % 100% (3)

To quantitatively measure the stability of a topic model, we
experiment with two standard datasets, 20 Newsgroup ! and
NIPS 2. We preprocess the datasets and train LDA models
using Mallet [McCallum, 2002].We vary the number of new
documents in Dy from zero (0)) to half of D (| D] = |D1]/2)
and finally to the same as Dy (|D2| = |D1]). As shown in
Table 1, multiple runs of LDA on exactly the same dataset
can produce significantly different topic assignments for doc-
uments. On average, only 56% of the documents are assigned
the same topic labels, and 64% of the topic keywords stay
unchanged. The number is even worse in topic model update
scenario when new documents are trained together with old
documents.

Table 1: Topic model stability in different scenarios.

Dataset Dy =0 | [Ds] = [D1]/2 | [Da] = D]

Sa | 52.7% 48.3% 44.5%
20NG | Sk | 66.4% 62.4% 58.0%

St | 42.2% 39.6% 38.2%

S, [ 603% | 473% 13.3%
NIPS [ S, [ 615% | 58.6% 57.4%

St 1 39.2% 33.6% 30.8%

We speculate that there might be several reasons behind
the instability problem in topic modeling: different local op-
tima, model convergence and new data. First, in topic mod-
eling, since computing the posterior distributions of model
parameters is computationally intractable, approximate infer-
ence methods such as Gibbs sampling are often used. Since
LDA is a non-convex model, when initialized with different
random seeds, different runs of these methods may converge

"http://qwone.com/ jason/20Newsgroups/
“https://archive.ics.uci.edu/ml/datasets/Bag+of+Words
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to different local optima. Thus, even with the same input data,
the same inference algorithm may produce different results on
two separate runs. Second, for Gibbs Sampling, frequently
there is no specific criterion to test the convergence of the
model. Thus in practice, we often use a pre-determined itera-
tion number (e.g., 1000). Since with different random seeds,
different runs of the same inference algorithm may have dif-
ferent convergence speeds, using a pre-determined iteration
number may cause some runs to end prematurely. Models that
ended prematurely may produce very different results, which
may cause the instability of the inference results. Third, since
fitting the input data is the main optimization criterion in topic
model training, when new data are added into the input data,
it is expected that the model would need to adjust its parame-
ters to fit the new data.

3 Stable Topic Model Update

The stability analysis results show that traditional topic mod-
eling outcome is unstable both when the model is retrained
on the same input documents and when it is updated with
new documents. Since retraining is a special case of model
update (when D> = ()), here we focus on improving topic
model stability during model update.

We identified two ways of keeping topic model stable: (1)
keep the top keywords associated with each topic unchanged;
(2) keep the topic labels assigned to existing documents un-
changed. We believe the first option is too rigid. Since the
change of topic keywords is the natural result of topic evo-
lution, keeping top topic keywords unchanged is not a viable
solution.

In this work, we focus on maintaining the stability of topic
assignments of existing documents (e.g., even though the key-
words representing the 2016 presidential election evolve over
time, existing documents about the election should still be
labeled with the same topic). Some topic model extensions
such as Labeled LDA [Ramage et al., 20091, can be used
to force the documents’ topic labels to remain unchanged.
However, due to the dynamic nature of the topics in topic
models, the concept of a topic label is not well-defined. The
topic index in a topic model is also interchangeable and not
directly associated with any meaning. Thus, in this work, we
focus on keeping documents sharing similar topics together
to maintain stability. Specifically, we employ document pair-
wise constraints to encode document topic assignment sta-
bility. Two types of document pairwise constraints are used:
must-link, which suggests that two documents are likely to
share the same topics, and cannot-link, which suggests that
two documents are about different topics. The pairwise docu-
ment constraints do not force documents to stay in fixed top-
ics. They only encourage documents sharing similar topics to
stay together during model update.

So far, only a few methods are reported to be capable of
incorporating document pairwise constraints in topic models
[Andrzejewski et al., 2011; Yang et al., 2014; Xie et al., 2015;
Yang et al., 2015]. All of these methods take a document col-
lection D, as well as a set of document must-link constraints
M and cannot-link constraints C as input and infer topic mod-
els that fit the input data while satisfying as many constraints
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as possible. In this study, we adopt [Yang et al., 2014]’s ap-
proach.

Specifically, we develop a non-disruptive Topic Model
Update (nTMU) method to maintain stability during model
update. Due to the interchangeability of topic indexes in
topic models, even two equivalent models with exactly the
same model parameters could have mis-matched topic in-
dexes. To facilitate the comparison of two topic models,
we use the Hungarian algorithm to align the topic indexes
in two models. The details of nTMU is summarized in Al-
gorithm 1. Given dataset D1, a topic model is firstly trained
with LDA (line 1). Based on the model, we assign a topic
label for each document (line 2-4). Here, we adopt [Song et
al., 2009] method and define the topic label of document d as
lg = argmaxye g Oar/ Zf):o 0;1, where 6; is the topic distri-
bution of the ith document, and 6;;, is the probability mass of
the kth topic. During model update, by default, we generate
S document pairwise constraints. S is empirically set based
on the dataset size, and in this work, we set it to be the size of
D;. We add must-link constraints to two documents if they
have the same topic label and add cannot-link constraints if
they do not have the same topic label (line 5-12). Option-
ally, we can let the end users to specify which topics to keep
stable. The user’s choice will then be converted to must-link
and cannot-link constraints. Finally, the new topic model is
trained on D; | J D with constraints.

Algorithm 1: non-disruptive Topic Model Update

Input: Dataset Dy and D». Constraints Size S.
1 train topic model on D; with LDA.
for each document d € D, do

topic label l; = arg maxgc g Oar/ ZLQB‘ Oik.

[

3

4 end

s must-link set M = (J; cannot-link set C = §; s=0.

¢ while s! = S do

7 randomly select two documents u,v € Dy .

8 ifl, == 1, then M = MUJ(ly,1,);

9 // it 1is a must-link constraint

1 else C = CJ(ly, lb);

1 // it is a cannot-link constraint
s=s+1;

12 end

13 train topic model on D; | J D2 with constraints M and C.

4 Quantitative Evaluation

To evaluate the effectiveness of our method, we compare
its performance with three baseline methods: 1). Standard
LDA: jointly resamples all topics for both the old and the
new documents from scratch. 2). Fixed Fold-in: jointly re-
samples topics for all the new documents, but keeps the old
documents’ topic samples fixed. Therefore, old documents’
topic samples are used to initialize the topic model, but they
are not updated. Note that although this method keeps all old
documents’ topic sample fixed, it does not necessarily mean
that the topic labels for the old documents will be the same
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Figure 2: User study evaluation results.

before and after the update because document’s topic distri-
bution 6 is a weighted distribution that is normalized over all
the documents, including the new documents. 3). Rejuve-
nated Fold-in: in addition to jointly resampling topics for
all new documents, updates old documents’ topic samples.
Therefore, after being used to initialize the topic model, old
documents’ topic samples will be updated in this method.

We conduct an experiment using the NIPS dataset. We
simulate the update process by splitting the dataset into two
halves based on the documents’ timestamps. We compute
the document topic assignment stability S, using Equation
1. Results show that nTMU significantly outperforms the
other methods in maintaining topic stability (43.3% for LDA,
60.2% for Fixed fold-in, 57.8% for Rejuvenated fold-in and
88.1% for nTMU). Its improvement over standard LDA is
103%. It also improves over the second best method (Fixed
fold-in) by 46.3%.

S User Experience Evaluation

We conducted a user study to evaluate the impact of topic
stability on users when they perform a news exploration task.
This news dataset includes 320 CNN news articles from Oc-
tober 2012 to November 2013, covering five prominent topics
at the time including “Fiscal Cliff”, “Hurricane Sandy”, “Vi-
olence in Iraq”, “Obamacare”, and “Syrian Civil War.” We
split the articles into two halves based on their timestamps.
The first half is used to train an initial topic model using LDA.
Then we updated the topic model by adding the second half.
We employed a between-subject design, testing two different
update algorithms, one using Standard LDA, the other using
nTMU. We recruited 80 participants using Amazon Mechan-
ical Turk (MTurk) (40 users participated in each condition in
this study).

Four objective metrics were used to assess how topic sta-
bility affects a participant’s mental model of the topics. The
first three metrics ‘Keyword Based Comprehension,” ‘Article
Based Comprehension,” and ‘Keyword & Article Based Com-
prehension’ assess whether a participant is able to compre-
hend a topic after model update based on the topic keywords,
or the representative articles, or both keywords and represen-
tative articles. The fourth metric ‘Article Locate Rate’ mea-

sures a participant’s ability to locate the articles s/he visited
before the update’.

We also collected responses to four subjective metrics us-
ing a post-task questionnaire to measure end user experience.
“Topic Difficulty’ measures how difficult it is for a participant
to understand the system-derived topics. ‘Article Locate Dif-
ficulty’ measures how difficult it is to locate the articles that
a participant visited before. ‘Use Again’ and ‘Recommend’
measure the likelihood of a participant to use the system again
and the likelihood of recommending the system to others. All
the survey questions are rated on a 5-point Likert scale with
1 being the least desirable and 5 the most desirable.

As shown in Figure 2(a), nTMU makes it easier for a par-
ticipant to understand a topic and select a correct topic la-
bel, given topic keywords (0.688 with nTMU v.s. 0.338 with
LDA). It also makes it easier to choose a correct topic label
based on the representative articles (0.875 with nTMU ver-
sus 0.388 with LDA). Finally, keeping the topic model stable
can significantly improve a participant’s chance to locate an
article again (0.775 with nTMU v.s. 0.525 with LDA). All
the differences are statistically significant with p < 0.001 us-
ing independent sample t-test. In addition, as shown in Fig-
ure 2(b), nTMU also outperforms LDA in three out of the
four subjective evaluation dimensions, although the differ-
ences are not as significant as those in objective evaluation.

6 Conclusion

The stability of a learning algorithm, if neglected, may sig-
nificantly impact its usability. In this paper, we quantitatively
measure the severity of the stability problem in topic models.
We also present a method to directly address the problem by
incorporating topic stability constraints in model training. We
hope our work will help text mining practitioners to overcome
the topic model instability problem while they develop real
world applications. Moreover, we want to raise the awareness
of the importance of usability in developing machine learning
algorithms to facilitate their wide adoption in the real world.

3Before model update, users are asked to select an article to read
and then answer a few questions. They are asked to find the article
again after model update.
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