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Abstractbetecting the region of emergent events is an
important application of wireless sensor networks (\WSN).
One of the key challenges in detecting event in a WSN is
how to detect it accurately while transmitting minimum
infor mation to provide sufficient details about the event. In
this paper, an aggregation algorithm based on splay treeis
proposed to achieve the following goals: monitoring data of
any portion of the region can be obtained at one time by
querying the root instead of flooding those regions, thus
incurring significant energy savings. The performance and
cost of the algorithm are analyzed and evaluated. The
results show the proposed algorithm is efficient and effective
in dealing with data aggregation.

Keywords. Wireless sensor network, splay Tree, data
aggregation, polynomial regression .

. INTRODUCTION

Analysis of data aggregation algorithm indicateatth
seeking for the optimal aggregation tree on theditam

of complete aggregation equates to solving NP-Cetapl
problem of the minimum Steiner tree. According hst
NP-Complete problem, literature [8] has considettesl
balance of the computation processing energy
consumption and the transmission energy consumption
and the case without complete aggregation, bubésd
not involve the overall multi-hop energy consumptio
and by this constructing aggregation tree. Moreover
considering the computation of measure was dorihdy
sink node. Literature [9] proposed the shortesh piege
algorithm, and in this algorithm each source node
transmits data along the shortest path to the gathe
node. If these paths overlap with each other, amd/on
data aggregation alternately in the overlap sectibis
algorithm is less complex and with less delay dfvoek

Data aggregation is a common operation in SensQfme Byt its energy saving effect was greatly ctéiel by
networks. Traditionally, information sampled at theine network topology and cannot win great satigadn
sensor nodes needs to be conveyed to a central basgst cases.
station for further processing, analysis., anpl \Iiz.aﬁon Through constructing the coverage like the Voronoi,
by the network users. Data aggregation in thisexdnt and choosing the appropriate quantity and the iposio
can refer to the computation of statistical meand a optimize the data aggregation, it may reduce the da
moments, as well as other cumulative quantities thaquantity transmitting to the Sink ndfe**2 Literature
summarize the data obtained by the network. Sucli0] proposed the algorithm of the greedy aggregdiiee.
accumulation is important for data analysis and forts shortest path was constructed between thesfinstce
obtaining a deeper understanding of the signaldemges node the Sink node arrives and the nearest sooce of
observed by the network. The existing researchee ha the tree afterward. However, using this methodk $&n
analyzed the aggre?ation algorithm for the appboaof not learn the sensed value but through high costlfhg
the sensor netwolk?®! Taking the memory access of in the given scope, and once the gradient vectss wa
aggregation algorithm and other factors into actoan establis[rllgd, it will not change in the implememtatiin
optimized aggregation algoritfth was proposed, but LEACH™, a node set was _cho_sen according to clusters,
there is no consideration of data multiple-hopWh'Ch clusters each node will join to rely on thedle and
transmission. Data compression algorithms based o e clusters communication cost. However, as omgry
wavelet transforming for sensor networks were psego ew nodes act as the_role of clusters, from. whica t
in Literaturd®. It can reduce the energy cost of nodes jr@PPropriate Sink node is far away, clusters wilhsme

. . . excessive energies as a result of the transmigkitanto
data transferring efficiently for sensor networks, it can

| the lifeti f the whol works t the base station. In literature [11], a boundardeno
sg;?:g Beutl etime of the whole networks to a ajer possibly belongs to more than one voronoi unitthis

, it had not considered the algorithM,qe it Sink sends out the related data inquinthia
processing energy consumption and multi-hop pathinterest region, if necessary, this boundary nodestm
Literatures [6], [7] consider the energy optimizati youte enquiry request, which will form the bottleke
separately from the angle of the path transmisgigality o _ o
and the path energy consumption to extend thentitst The distributional nucleus regressidhshare similar

but th h t idered the dat tiofASpects with this paper's algorithm, but there great
! €y have ot consicere © cala aggregato differences. As for the former, every node has its

approximate coefficient in its local region scofiays it
cannot reply to the inquiry correctly which invotve
outside its local region. But in the algorithm bist paper,
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the coefficient is transmitted upward after thelctcmode
is compressed and aggregated. Therefore, the oolet of
splay tree obtains the final data set of approxmat
coefficient about its entire covered region. NownkS
obtains monitor value of any interested region {msi
through the direct inquiry to the root node, andheaode
sends information containing a vector, which isduse
describe the coverage of its local area; the sfzthie
vector increases with massive neighbor nodes wsticine
the nuclear variable along with it. However, instbiaper,
in view of data aggregation algorithm of eventdegng
driving based on splay tree, the quantity of thia geacket
which transmits through each node is constant, thed
demand about the node function is simple. It wankly if
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Ill.  GENERATION OFAGGREGATIONTREE

The algorithm proposed in this paper is that deippy
Decide_Root algorithm first to determine some noaes
tree root, then callind\T_FORMalgorithm to form the
splay tree based on the sensor node. Once nodeagce
the information of its child nodes, it will transiman
aggregation package. The root node only transrhis t
final information including the sensed attribute. the
following part we will give a concrete descriptiof the
algorithm.

A. Choose of Root Node
Generally speaking, the occurrence of some events i

we guarantee that the node can correspond with thiaought to be the unusual change of the environment
constant power in_a small scope, and it has certaigondition (e.g. temperature, humidity, pressure smadn),
memory function. There is no need to add the speciavhich possibly appears in many ways, such as uhusua

function node in the sensor network.

II.  NETWORK MODEL

In this paper, suppos®l static sensor nodes with
resources limited randomly are deployed in monitwpri
areaR =(rxr), denoted by a s&=(s; s, ..., %), where

s represents the first sensor node, as illustratdelgnl.

change of sudden sensed parameter or continuagjesan
with the time passing by. At the same time, mangnev
attributes have the characteristic of time-spacestation
and continuous gradual variation in the two-dimenal
Euclidean spacl. With the lapse of time, if the sensor’s
reading maintains steady, we will suppose thatethes
attributes are the time-space correlation to thesme
monitor, and these sensors have a close relatith wi

Each node has its location information throughreadings of other sensors located in the same megio

triangulatio®”, and the location of the sensds, is
represented byx( y;), and each node has its uniqide

Obviously, the occurrence of some event can trigger
partial nodes in the WSN. It might be only one ndrtiee

the same capacity of calculation communication andsolated spot or many, among which a spot closgated
energy resources. The node achieves the loose tinfth this event from those triggered nodes is naitied

synchronism through Time Synchronization Sefvite
the communication access reducks channel conflict
via CSMA/CA. The goal of this paper is to constrtie
Aggregation Tree (AT) in thi&N nodes network, where
AT is consisted of Nt nodes called Tree Node, whgh
used to receive and aggregate data, the otder K)
nodes are referred to as non-tree (NT) nodes. B&ch
node senses its environmental parameter(s) andtsepo
to its nearest tree node. The AT is well spread te
entire WSN so thatN; tree nodes are uniformly
distributed in the network. In this way, it ensutlkat the
attribute readings sent by NT nodes to the cormedipg
tree node incur a smaller hop count, and thereblppgs
the overall lifetime of the NT nodes. For simplgitve

event spot, and which be taken as the root to naotst
aggregation tree expanding to the entire region.
Algorithm Decide_Root is to find the event spotto
have the region event selected, and to take ib@isnode

to construct aggregation tree.

Let triggered nodes set consisted of apexXVs@s) of
diagramG, one-hop neighbor set of the nodés N, .d-
hops neighbor set iB\Ivd .Tree generated b nodes of
connected grapt needN-1 side&’. It is not difficult to
see that the time spent on the aggregation is lglose
related to the distance from the Sink node to #rthést
node. When the region of the event is larger, il wi
possibly cause a bigger time delay. Let MVV(i)

use Pevent (denoted by the dashed rectangle in Fig.1) to=max{d(i, j)} denoted the maximum distance from i to

represent an event and the event region is dergtéke
area, Rovent Where Reyenic R.The normal phenomenon is
assumed to have already been sensed in the nebyork
the entire AT.R is defined as the portion d® not
occupied by any everR= R - Royent-

NT node
Tree node

P, ., region

Fig. 1 Network model
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an)/ node. If apex x of grapks, satisfied MVV(x)
={min{d | )} , x is the event spot, i.e. the event spot is
the hearest apex distant from the maximum &pex

After nodes is triggered, it broadcasts its owd
immediately. Nodes which has not been triggered
receivesid; from nodes, and discards it. Triggered node
s receivesid; from nodes, and reads it in the buffer,
meanwhile renews to hop number of nslelf nodes
has not received any notle@ sending outD broadcast in
Tyseconds, then nodeis the isolated node, and the data
transmission starts. Otherwise, when the buffetarttrof
triggered node is non-null, broadcast its buffenteat,
when nodes receives a broadcast buffer, add one to hop
number with the Different clause id correspondeiifcs;
buffer doesn’t have this clause id, add one to iamber
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of this clause and read into it the buffer; if theffer has B. Construction of Tree

this clause id, and hops value of this clause wiidt In order to guarantee that AT diffuse to the entire
one is bigger than or is equal to hops value obtiginal  network, the sensor node transmits the sensed value
clause in the broadcast information, then do naewe e corresponding tree node by small hops, holdieg
this clause; otherwise renew this clause by addimgto  topological stability of dispersion node as fapassible,
hop_s value of this clause in the broadcast infoilqmat to maintain the original good sensed coverage awea,
Until no more renewals of any node buffer ,thes iode  introduce the graph Voronoi as well as the Delaunay
stated that it is the event spot, and broadcastssthp triangle network related to describe the sensowort
package, whose content includes time label, node i%pology, and based on the definition of Delaunay
waiting time thresholdT,,. and decline parameters of triangle, splay tree is constructed in Wireless sBen
threshold time AT and so on. Seeking for event point Networks by taking the central node as the roote Th
algorithmDecide_Roat splay tree is one kind of binary tree, and its siopiey

lies in that it does not need to record the redohda
information used in the balanced tree. Let e ip@ sf

1 At the original state the node buffer is null,deoid can be
distinguished in the local range;

2 While (a nodes be triggered f§.time<Timeout) { plane, then , . .
3 sbroadcasingDly; gD VR(9={p= Rl ¢ pps @ pRY & ee } ()
IT (node sobe triggerea ana receving H H s
3. write ID; to buffer and [hop]i=1; // triggered nodgreceives IS (_:a"ed the polygon Voronoi. Then graph Voronsi |
IDbr.of nodes, readsd; in the buffer, hops number fronts ~~ d€fined as
sisl —
4. If (anodes not be triggered and receiving IBbr VD( E) - UVR( ¢) (3)
5. dump IDby; // discard received IDbr ) ! . )
6. i.e. set of all polygons Voronoi in plane, but thangular
7. If (stime>=Timeout) { _ Delaunay network is formed by the polygon organic
g' o 'fg?;i‘]jit‘t’:ér_“' A is isolated point center for connecting all neighboring V-. The tgatar
10. exit(); ’ net Delaunay has many important propertiés it can
11. } obtain the neighboring nodes’ information throudte t
12. While(nodes be triggered and not buffer empty) { Delaunay expression, Furthermore, and it can bd irse

13. s. broadcasting BUbr (); // ;
14, If (s.receving BUbr() and §has(BUbN) { searching for the closest node. Based on Delaunay

15.  s.add(); // hops number of this clause adds lerBioadcast description in the sensor network, we can consttet

information splay tree taking the node which is definite by the
ig- }El fe.differento) { Decide_Root as the root. Let the target sector js A
. se II§.diffteren : H H H H
18, updata;s// Renew this node buffer sensation node collection in the region is
19.  s. broadcasting BUbr(); _ S={s(x Y| s A 4)
gcl" }} Else not updata; // Does not renew this nodiéebu Where, &.y) is the position coordinate of the known
22 End While node § In addition, let the weighted graph correspondent
23. s.say(); //s declares that it is the event spot; by the node collection S network is G in the region
§§}E S whi distance of neighbor nodes is the weight of eade si
.EN e

26. s.broadcasting STOP();//broadcast the stop packiagkding Cor.reSp.On.dmg' 'And Let_external memory of the sdnse
time label, node id, waiting time threshdlg: and threshold time ~ F€gion is in points seK={ki(x,y;) | ki& A}, then take

decline parametersT and so on. node sin the target sector as the center regardingehe s
of points K node extension tree is definiteTasias
After the algorithm execution finishes, the evamitC T(s-> K) = U path{ s-> K, ke K (5)

of the region event will be found. Before the node .
broadcasts the buffer content each time, it neesty v \yhere, path(s— > k) iS the greatest span path from
little time delayT,. Its purpose is to keep enough time for - . . [15] .
the node to receive the stop package, and to aweid "04es 0 nodek in graphG, its length isl ™. In this
phenomenon that many nodes successively statenfor £2th, the minimum distance between each node gebig
event spot. or equal to the minimum d|stqnce in any othe.r pedm
Suppose that there axenodes in grapi®, the number S 10 k and the node number is the smallest in grGph
of hops from event spot to the farthest apex i; graph ~ 11€ greatest span path had reflected an extensicuitc
G all nodes finishing broadcast one time is calleg o P€tween two nodes. What needs to be pointed oetiber
round. Through broadcasting buffer information, iop that in a specific undirected graiih the greatest span
number of the farthest neighbor that all nodes smse ~ Path between two spots is not unique, possiblynaisi-
adds one at each round process. Atttie round, at least strips. But for the (_jlfferent extraterritorial nodet, the
one node has already integrated all nodes to ita owSPlay tree of taking the root node as the center
sensed area in gragh and not renew neighbor scope of 0rresponding is also not unique.
these spots at thé€1)th round any longer, by this stage L€t the depth of the tree be p, and the tree nadess

algorithm terminates. Therefore, the number of sepd the attribute of the same type. Such tree was dere
probe packets Probe altogether is: balanced, which reduced data loss and increaseniaagyc

[NUM]oo=N(h+1) 1) of data aggregatiéht. Algorithm Form_AT constructs a
“© splay tree with given depth and each root nodetoocts
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splay tree of aggregation nodes by running thisrélgm.
When a node chooses its two children, it will cletse
two biggest span nodes, ensuring that the treersoveregion:

more sensed regions as far as possible when diffubi

the process of the multiple regressions, it canexehthe

high accuracy, and may reduce the redundancy of the

dissemination monitor value. After the splay tree i .
formed, in each sub-domains all surplus nodes sl iy
to the nearest tree-node away from themselveshim t
paper, construct a tree through three kinds ofrinégion:
Beacon, Probe and JOIN. Fig. 2 described the psoces
about the exchange of different signals to consttioe
query tree.

120 .
sector's area is—xzxr®, the number of nodes in the
360

Initialization

Receving one or many inform
message,
NM,,_“Main(Hop)
u added N4
Initialization timer;
Hop++;
Hop, = Hop;
if Hop<d,broadcast NM ;
listen wait;

Timer out

A A
AP B B B
o‘ i 6 46 (f‘ J Fig.3.The processing procedureB¥aconon v
a é c d a cd a bo c d

¥ Beacon —>» Probe —} Join

120 )
n =—XzXr’xp (6)
360

r
Fig .2 Exchange of signals to construct the aggfieg tree.

Following the binomial distribution, to choose ttegion

(1) Beacon Message probability p" for the two nodes as their fatherdes.
In the discovery process of d-hop neighbors, each

node u broadcasts Beacon news NM,=
{ADV_discovery,u,Hdp in d-hop scopes, where, If nodes receive a number of Beacons from the
Message is the type of information, hop fields & t oy cted father node, then thidrs will be kept by the

count of the information hop, whose initial is Gdau is L .
the node ID. The&-node which receivedlM, adds u to its parent node of the new choice, in order to resuunexly

own d-hop neighbor list\N,. For received one or more When the node fails.

redundantNM,, v chooses Hop value of the minimum (2). Probe M essage

NM,, its Hop field plus 1 and updakéop, ,~Hop, if Hop The Selected father node waits to receive Probe the
<d continues to broadcast to the neighbors, and the package from its child node, afterward, decidesctvhi
enters waiting state. When V in the waiting stagshing  two to take as its child nodes. Once it receivessage

to the Hop+l<Hop,,, the NM, of v then record the of all the nodes in its next-hgp+1, it will choose two
information and Hop field adds 1, repeat the prsgces farthest nodes away from it as its children. Thosdes
otherwisev does not make any actions until the timerthat have not been chosen by any father node will n
time-out. Here the timer Length can be set as Emthe longer choose to become a member of the AT and
network initialization phase. From different nod#sthe  transform into the official sensor nodes, in thigywthe
Beacon, the receiving node v runs the same proEéss. size of the tree (because the cost of the sensor
3 is the automaton representation of Beacon messag@mmunications is far greater than of the costiarfagie)
process. Through the Beacon news broadcasting eachn be reduced appropriately. As can be seen figpr f
node v can obtain node set in thehop scope, noded choosesB as its parent node, to which it sends a
Nvd —{ul Hop_ < ¢ Hop,, denotes the approximate packet probe, then, the noesends beacon to nodgeb,

c andd, but only node, b andc receive probe packages.
most short-path hops between the nedand u which (3). Join I\L/Ijmée VePp P g

optains by re’?e"“r‘g the brpadcast retransmit pEOCeS "coiher nodes in the selection of children send them
with hops. Since the static deployment of sensof,in message, and announces that they will jointtée.
networks, for each node I, is stable. ThisN’ is setof  Fig. 2 showsA choice of nodea andc for their children,
all possible tree node members. in the layer &h eade and the distance from a and c to A is further ttiea of
broadcasts a Beacon package to all its neighbotkeof €ither froma to b or fromb to c. The pseudo-code of
next hop, thus, the nodes of level j+1 receive manglgorithm is in the following form.

Beacon packages from level j, and stochasticalgcsga ~ Construction of splay trees algorittiform_AT(p,p")

node with probability value p' > p ' 'as their fatmode,

n 2 n-2
p"=cC, X05 X (1- 105)

and transmits a Probe package to it. Input: the depth and the b-value.
We can see from Fig. 2, node d receives Beacon from Output: a binary treg. rooted at of depth at mosp and a unique
A andB, p” (a input of this algorithm) is optimized by the ID assigned to each nodeTf

following method. Set that the father node i breeds its 1.  Begin
Beacon news with correspond radius r to fan-shaped 2.  For each levej from 0 top-1  /* | is the largest span path
regions with the center of circle angle 20 and this length of inter-node */

For each node i fronh to 2!
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3. M, is a node at levgl+| estimated value of a. Using the least square miter
4. n is a node at levgl causes the quadratic difference to be smallest.
5. n sendseacorpacket containing;is ID a, to M; F (a) — (Xé— _WT( Xa— ——y @8)
Where distance between andM; < r /* r is the T
correspondence radius */ where a = [aU Qgy" oy an] ©)
: M; choosesn, as its parent with probability > p" The essential condition of existence minimum is
7. M; sendsProbepacket tay

theF (2) partial derivative is zero, then
V.F@)=V,(Xa-y) (Xa-9=0 again

n waits NWAIT time ( which is a sufficiently loog fixed
time period) to receiveProbe packet from eachM; who
selectedn, as parent

9. End 1 Y1

10. End . Xl_l Xr.nl o _ | Y2
X=|: . : y=1:

The sensor network, the node in the path of thgektr 1 X, X Y,

span has good dispersion, reduced the influence of

capacity of network-sense due to the overlappingvé(xa_ Y (Xa-y)

coverage, therefore these dispersive good nodes toee o - T .
maintain. Through the definiton of the splay tree, =(V4(Xa-1¥)) (Xa- Y+ (V,( Xa-"Y) ( Xa )

determined nodes set needs to be maintained sethgor  _ oy T (Xa-7y)=2 X' Xa- 2 Xr”y: 0 (10)
network. P
Then: X' Xa= X'y (11)
IV. DATA AGGREGATIONS If XTX is irreversible, there is a solution. In the

The main idea of a tree based data aggregatioﬁquation (11) on both sides is multiplied(/ X)”, has

ithm i issi i a=(X"X)" X"y
algorithm is to use the transmission model M beibte =( ) y.
to fit more monitor data instead of the monitoradaf  Using the polynomial regression, we can obtain the
transmission nodes, to reduce the capacity of datfollowing equation.

transmission, thus saves the energy of the serwmi&.n

Therefore it needs to consider the relations batvibe Ly % Xy 1 X £y %9

cost of the return model and data quantity it nmayThe X = 1V, 2 % %% %% % %% %%

smaller the cost of transmission model, the motta da A N :

can express, the more energy-saving. Because the

monitor value of node is often subject to many dest L %o % X% 1% % A% %Y

we expect to fit the most data with the minimumtcos 7 2[21, zZ %]T .ﬂ=[ﬁ11ﬁz""1ﬂn]T _

mode, and the multiple linear regression models is R .

exactly in line with this goal. where, f=X"X)'X"Y (12)
In splay tree each node receives and stores data )

reported by the recent non-tree node cyclicallyitfo P(X Y) =B, + B Y+ B,Y + B, x+ B, xy

namely the NT node is responsible for the sensabiah ) 2 . ; (13)

AT node is responsible to store, here, the valwedan +Axy + B X+ B, X y+ B, Xy

AT node is regarded as the function value of xhe From the equation (12), we can compﬁtewith a

coordinate. This process describes by three-tofitey),
i.e.f is the attribute value transmitted by node located
(x, y). Data tuple of nodé stored in AT produces the
approach functiorfi(x, y), and the progressive function f vector, then X' X certainly is the m+1™ step non-
(x, y) by the input of the three variables X, y) forms the  singular. In other wordsy>>m+1andX cannot denote for
implementation of multi-polynomial functions, data  weighted linear combination of any other row settHis
such tree node may denotes by multiple regressiopaper, the data aggregation algorithm accordinghéo
polynomial function. The following is to discusseth input of the width priority, each tree node has a
process of carrying out the data aggregation thiahg  coefficient from the formula (12) and sends the

given location (X, y), and obtain the value of p £x, y)
is property value of (X, y) nodes. S(?etis (m+1)x | -

polynomial regression on the splay tree. coefficient set to its parent node. Nodes of eagklluse

In general, the form of multi-dimensional linear the coefficient which obtains from its child to sm
regression function is as folloWw§: _ sensor attribute value, and these data combine the
= f(X,%,..., - a+ detection value of node itself to calculat the new

y (%% %)= 3 z & % ) coefficient set, and then transfer to a higher lleiethe

wherexg X, ..., Xm IS independent Vakiable of the forecast
model, y is the sample value with n dimensionalte®c s he crux of the matter, because they have actdire

which denotes from specific level, 1o estimated the bearing on the accuracy of the aggregation, araligr
value of node a, anddis (m+1)x| dimensional vector the upper and lower bounds the of coordinates ef th

process, to identify the even attribute value i thgion
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{ Xain +Yimin Xnax 'Ymad 1O identify of the region, where the In addition to reading the attribute value from the
minimum and maximum value from the son of the fathe . _®.

of the current node in the tree under all the senedes. P

As in fig. 4, set a as the current aggregation naahel 2! P

data value in the region updates through a. Thpesob
the region defines by the subtree aoto which passed
through the smallest and largest coordinates o§émsor
nodes. Thus, noda gets the border coordinates of the :
region from its child. Through based on constructid O Treenode e Sensing node
the splay tree and the above description about the Fig- 4 anode calculate the boundary of the

. . i region for data regeneration
process of regression, answer queries every speécifi .
time, such as SELECT temperatureFROM sensors ~sensor nodes, each non-leaf node gets value fart inp
WHERElIocation = (x, y)", or “the highest temperature in from its two Chl|dl’er1, to update the coefficientlahex-
target scope “of issues. In the latter case, gémeset of Yy value of the region border. Therefore, the tdiple
(x, y) coordinates [n the designated area, Sink firstlynumber inputting to non-leaf nodg is:
informed of the attribute value of each point lematto .
calculate the maximum value. When Sink needs tawkno T, = N XW +2x (W +w +w))x (2" -1-2") |
Fhe cjata ofX, y), it will sepd this inquiry to the root, the get the output packet of byte whose size
inquiry by the AT spreading down until the leaf esdbf | i ,
the last layer. is (W, +W,+W) from the tree node (including
A data aggregation algorithm based on splay treeoefficients and the scope of thg).
SPATp,n) ,ns is the average number of sensor nodesThe total byte number output from all nodes

reporting to the tree node. is TO=(WX+Wy+V\{:)><(2"’1—1) and then the

qd o " o
(Xmm’ya,):‘"" [ ] ® “‘(‘-Xmax’Yc)

G 40 XY~ 4 O

1: Begin compression ratio is:
2: For each of leaf node i of the tree
file node " dat is read T (W +w +w)xt
multivariate polynomial regression is performed each data CR= — = (14)
file and the coefficients are stored in the eactthef arrays T+T (N XWXt+2x (W + W+ w)( F_]_))
Bofu.... Ps each of sizé\ b s X y ¢
End For

Where, t is the total number of tree nodel,is the

3: Initialize level to2”
While p is greater than 0 number of leaf nodes.
sum = level 277k = level
While k < sum V. SIMULATION RESULTS ANDDISCUSSION
4: for each of the non leaf nodes k of the tree asem . . . .
random x-y points for each of its 2 childreand {+l) where In this paper, discrete event simulation platfai&
(Xmin,Ymin) @Nd &maxYmay) are the coordinates of the leftmost was employed to conduct simulation tests; the sation
and down most node and rightmost and top most nodgyarameters are shown in table 1 and the focus risake
Enrgslzpo‘?t've'y reporting to the nodandi+! performance evaluation of the data aggregationrihgo
5: Using Boiu.... fie) and Baenofem... fony) new attribute 1N the following aspects: (1) accuracy of senstitattes
values are calculated and appended to nédlédt.node k  of the whole coverage region, including the absolut
then Cal!S the regression function to calculgte, (.. fks) and value and error percentage, (Z)CompreSSK)n raﬂa), (
6 Endwhie itto its parent. comparison between the sizes of the aggregatedefsack
7-  Level = sum and non-agrregated packets in the root.
g EEnndd While Table 1 Values of simulation parameters used
Parameter Variation
Compared to the energy consumption and delay of A 800X 800
transmission a single data to corresponding looattas R 40m
more effective the data is reported by the proagfss D 1630
SPAT aggregation. In AT, compression ratio is ddin AD 0.0025
as the byte number sent after the compression ef th As 400X 400
original data. Set that the depth AT to p andAT has a P 0.33
(p+1) . p 4
total of t =2 —1 leaf nodes, each packet sizevef ne 12

byte includes sensor readings and the location
coordinates corresponding to the readings. In Way,
the size of byte number which enters to every heafe is
nsx Wi, where ns is the total number of sensor nodes se
to each tree node. Therefore, byte number trarsfexy

the leaf nodes isT, =n,xw x2°

The definition of the variables was shown in table
Supposing the total number of node in reghois D, then

the density of nodes=D/A, A is the sub-region
mcluding the single aggregation trég so the average
numberU of node is determined b4sin the sub-region.
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For complete binary tree, the total number of nadets Fig. 7 shows the data traffic after data aggregatio

has: though SPAT algorithm in the root, as well as the root
(p+1) receives data non-aggregation and the normal one-to

t=2""-1 (15)  many communication. Though the depth of the spieg t

In addition,nsset by the front, that is, the average numbels different, when all the nodes of the splay tree

of sensor nodes reporting to the tree node, ig‘]Sml‘ implement data compression, the size of packetfsemt
region the upper bound of node numbef® is: oot to the Sink is a constant, that is, fixed

U=nxt+t ort=U/(n,+1), replacement of t using (W, + W, + W) bytes. The packet size sent from one

formula (15), results in an optimal solution wittetdepth  tree to another tree node by node is almost copsiad
it is nothing to do with the size of the networkhiah
1+1)—1,set D=1630, A=800% 800.  makes the total energy of data kept within reastenab
bounds. This confirms the above assumptions, that i
p:lGSQ/ 800 = 0.00254 = 400 4C. Then the average each tree node sends the packet which only contains

number of nodes in the regionis= 0.00246% 400+  coefficients andx-y coordinates to its parent node, and

400=408. Set the depth of the ty@e4, nodes numbeF, the size of the packet is independent of the nunaber
= t=2%D.1=31n.=12. .". The total number of sensor nodes in the tree. In the traditional many-to-one
= t= =31p=12. ..

nodes in this region =3t 12=372. In fact, the total communications, all of the leaves must send dattieo
number of nodes in the regiah= 31 +372 = 403 <408, 00t node, so that when the network node incredkes,

= : size of data packet transmission growth throughrttos
Ilf;eEr(r-:‘I(())rg,aiZe above definition of parameters fisative. node with no limits. Through the implementationtlois

When the approximation of the actual value, ¢h®r algorithm for data compression, the largest Data
' communications reduce by the amount of 85% in
ratell = [(| z2—Z |/z) X 100} <e

, whereg, =6% is the  comparison with [17].

U
of AT: p=In(
n +

S

error threshold,z , z are respectively the approximate
data and the actual data. Fig. 5 has demonstréied t
depth of the aggregation tree and relations ofetrer
rate. We can see that with the increase of theeagdgjon
tree depth, the scope of the tree node coveradebwil
greater; so as to make the whole region can berbett
monitored, at the same time, the average errorthed
error rate of similar data fall steadily, that isaetly what
we expected. When the depth of the tree is 1, ther e
rate will reach the maximum, because the tree Imhs o
three nodes (in the region the majority of the semade
dispersed, not in the tree node, and can not HeG&T)

)
=]
fr]
%)
L
%]

Compression ratio (C.R.
o
[ ]
(%]
=

1 1.5 2 2.5 3 3.5 4

Depth of ATH)
Fig .6. Dependence of compression ratio

to monitor the scope of the region. < 1000 : :
140 g —— With agzregation i
= 120 + % AU, —8— Without aggregation
& =28 &m0 |
g | ;s
2 80 | of 400 |
£ a0 | E°
S S o0t
s 40 | 9
o N
20 (%] ]
0 1 2 3 4 5
1 2 3 4 Depth of AT)
Fig. 7 Dependence of size of data packet (at roden
Depth of AT
Fig. 5. Variation of percentage error with depth
(2). Compression Ratio VI CoNncLusioN

Flg 6 shows the Compression ratio changes with the In this paper, we proposed a novel data aggregation
depth of the tree, as expected, almost constan®.i®.  algorithm through the construction of the splayefrand
The decline of the curve shows that with the depthhis algorithm will also be able to detect the dven
increases, the compression ratio reduces. The dé@pe attribute value in the positions where the sensaies are
depth of the tree is, the better the degree of cesgon  |acked. In the construction phase of the tree, rtat

turns, and the less the output becomes. The higbhoice is distributional. It eliminated the requést the
compression ratio reduced the whole informationt@en  oyerall situation root positional information bynki By

and thus has saved the correspondence band width apmiting the number of communications, fixed-size

the total energy. information and without taking the depth of the
(3). Size of Root Output Packet aggregation tree into account, its percentage roff @an
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be controlled within an acceptable range when data

compression ratio remains constant. Simulation ltgsu

show that the algorithm can effectively improve thel4]

perception capacity of the overall network and pedihe
energy consumption.
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