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Abstract Human gait corresponds to the physiological way of locomotion,
which can be affected by several injuries. Thus, gait analysis plays an impor-
tant role in observing kinematic and kinetic parameters of the joints involved
with such movement pattern. Due to the complexity of such analysis, this pa-
per explores the performance of two adaptive methods, Fuzzy c-means (FCM)
and Self-organizing maps (SOM), to simplify the interpretation of gait data,
provided by a secondary dataset of 90 subjects, subdivided into six groups.
Based on inertial measurement units (IMU) data, two kinematic features, av-
erage cycle time and cadence, were used as inputs to the adaptive algorithms.
Considering the similarities among the subjects of such database, our exper-
iments show that FCM presented a better performance than SOM. Despite
the misplacement of subjects into unexpected clusters, this outcome implies
that FCM is rather sensitive to slight differences in gait analysis. Nonetheless,
further trials with the aforementioned methods are necessary, since more gait
parameters and a greater sample could reveal an undercover variation within
the proper walking pattern.
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1 Introduction

Human gait, or walking, refers to a person’s way of locomotion [6]. This move-
ment pattern has a cyclical nature with sequential movements of both legs and
is described as a series of states with transitions, being divided into stance and
swing phases [16]. Such pattern is usually affected by many injuries, thus an
efficient gait assessment plays an important role in rehabilitation.
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Gait analysis is the systematic study of human walking pattern [9]. Such
analysis involves the assessment of several biomechanical features, which allows
physicians to identify causes of various injuries, enabling the observation of
treatment effectiveness [1, 15, 19]. Conventional gait analysis uses laboratory-
based systems and questionnaires, but these methods present several disadvan-
tages [24]. The optoelectronic system, which corresponds to the gold standard
method, is rather complicated and expensive, requiring a large space to per-
form the assessment [18]. On the other hand, the results obtained with specific
questionnaires lack sufficient accuracy, implying a subjective conclusion [5].

In this context, over the past years, inertial measurement units (IMU) have
been widely used in gait analysis, because of their easy application and low
cost [8, 11]. An IMU is an electronic device that consists of accelerometers for
linear acceleration and gyroscopes for angular velocity measurements in three
axes [20]. IMU could dynamically acquire the signals of linear acceleration
and angular velocity during the whole walking process and those quantitative
signals clearly reflect motion information of human gait [4].

After acquisition and preprocessing, the sensor data is still represented in
a complex way, that might difficult healthcare professionals’ interpretation of
the results. Considering this, adaptive algorithms, such as Self-organizing maps
(SOM) and Fuzzy c-means (FCM), are efficient methods for classifying data.
SOM is particularly useful for analyzing data due to its ability of projecting
high-dimensional data into a simpler low-dimensional representation [13]. On
this nonlinear projection, each individual is mapped to one point, where the
distances among the subjects reflect their similarities [21].

Additionally, Fuzzy logic is considered an advanced method for identify-
ing features of periodic signals [22]. Such approach uses approximate rather
than exact measures, represented by the membership function. This function
denotes the degree of membership, characterizing a set that extends continu-
ously from 0 to 1 [7]. As an adaptive tool, one can use Fuzzy logic for data
analysis, considering its likely smooth and continuous detection of gait phases
[14]. This paper is organized so that the performance of FCM and SOM algo-
rithms through clustering of human gait data acquired by inertial sensors can
be established. Section 2 presents the methods used for data acquisition and
processing. In section 3, the results are commented upon.

2 Methods

Data Acquisition. In this study, we used the OU-ISIR gait database, which was
established to assist research efforts in general area of developing and testing
algorithms for human identification based on gait data [17]. This dataset uses
four sensors: (i) 3 IMUs, each one includes a triaxial accelerometer and a triax-
ial gyroscope; (ii) a triaxial KXTF9 accelerometer embedded in a smartphone
ME860. They set the IMU dynamic ranges at ±4g for accelerometers and ±500
deg/s for gyroscopes to capture human gait signal, all the four sensors worked
at 100 Hz.
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Sensors were attached to a belt, pointing their x-, y- and z-axes to subject’s
right, upwards and backward, respectively. The centered IMU and smartphone
are located at the center back waist of subjects; the left and right IMU are
located at the left and right waist. During flat ground walking, 6D signal
sequences were captured with each IMU. The subjects were divided into 6
groups according to their ages: Group A includes subjects under 10 years old;
Group B, 10-19 years old; Group C, 20-29 years old; Group D, 30-39 years old;
Group E, 40-49 years old and Group F, over 50 years old.

Gait Temporal Features Extraction. Based on previous works and prelimi-
nary experiments, Average cycle time (ACT) and Cadence were the kinematic
features extracted [3]. The number of cycles or steps per second represents the
cadence, which indicates an relevant parameter regarding the subjects’ perfor-
mance [10]. The minimum value of each valley was set as the start of a cycle
as well as the end of the previous cycle. Thus, the average cycle time is easily
obtained, providing possibly information on the symmetry of subject.

Data Processing. Fuzzy c-means is a clustering method that allows each
data point to belong to multiple clusters with varying degrees of membership.
FCM is based on the minimization of the following objective function [2]:

Jm =

D∑
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N∑
j=1
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2
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herein, D is the number of data points; N is the number of clusters; m is the
fuzzy partition matrix exponent for controlling the degree of fuzzy overlap,
with m > 1. This overlap refers to the boundaries between clusters and denotes
the number of data points that have significant membership in more than one
cluster; xi is the ith data point; cj is the center of the jth cluster; µij is the
degree of membership of xi in the jth cluster. For a given data point, xi, the
sum of the membership values for all clusters is 1.

FCM performs the following steps during clustering: (i) Randomly initial-
ize the cluster membership values, µij ; (ii) Calculate the cluster centers, as
shown in formula (2); (iii) Update µij according to the following, as shown
in formula (3); (iv) Calculate the objective function, Jm.; (v) Repeat steps
(ii)-(iv) until Jm improves by less than a specified minimum threshold or until
after a specified maximum number of iterations:
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Self-Organizing Maps (SOM) classify input vectors according to the pairing
in the input space. At the first level, a 2D feature map is formed, where
the number of output neurons is significantly larger than the desired number
of clusters. Then, at the second level the output neurons, representing the
subjects, are clustered such that the neurons on the map are divided into as
many different regions as the desired number of clusters. During the training
process, each input data point can be assigned into a cluster according to the
best match unit (BMU), or its nearest output neuron [23].

In the original proposition of SOM, the Euclidean distance corresponds to
the similarity criterion and the winner neuron is the one with the smallest
distance [12]. Considering this process, the self-organization aims to minimize
the distance, adjusting the BMU weights and its neighborhood toward the
input vector using the following rule:

wij(t+ 1) = wij(t) + α(t)hci(t)[x(t)− wij(t)] (4)

herein, wij is the weight j of neuron i, α(t) is the learning rate and hci(t) is
the neighborhood radius function centered on winner neuron c with respect to
neuron i. Typically, both learning rate and neighborhood radius are functions,
which decrease with time, in order to facilitate system convergence.

Experiments Setup. Initially, we set the features of different axes as inputs
to the FCM algorithm, intending to explore the potential differences of the
results between them after clustering. In the first experiment, two groups, A
and D, were chosen. Each group comprises the kinematic features (ACT and
cadence) of 30 randomly selected subjects, acquired by the three IMUs. We
disregard the smartphone information because it is redundant data due to the
same position of the central sensor. In the second part of FCM experiments,
15 subjects of each of the six groups (A-F) were randomly selected and their
kinematic features were used as inputs to the system.

Regarding the SOM, we intended to explore the influence on changing
inherent variables of the algorithm, applied to the same dataset utilized in
FCM trials. Based on a previous work from our group, the y-axis was also
chosen as input for the SOM [3]. In the first experiment, Ordering-phase (OP)
steps or the number of iterations were set as 500, 1000, and 2000. While the
subsequent parameters were fixed as following: OP learning rate = 0.9; Tuning
phase (TP) learning rate = 0.02; TP Neighborhood distance = 1; and Map size
= 20x20. In the second experiment, the OP steps were fixed in 500 iterations
and the TP Neighborhood distances were set as 1, 10 and 20, while the other
variables were not modified.
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3 Results and Discussion

The performed experiments revealed the behavior of the two selected methods
on grouping subjects due to their kinematic parameters. Fig. 1(a), (b) and
(c) show the results of Fuzzy c-means according to the inputs of x, y and z
axes, respectively. The subjects are grouped according to their similarities on
the graph, where the solid lines connecting the samples represent the distance
between them. The clusters are clearly separated and there is no relevant
difference between these three cases.

As shown in Fig. 1(d), FCM outcomes, when using all axes as input, present
only one subject from Group A clustered on the other group. This might indi-
cate a small difference between such subject and Group D. Nonetheless, such
graph does not present significant difference when compared to the outputs
of previous experiments, considering the placement of most subjects of the
Group A at left lower part of the graph. The application of more than one
axis, thus, does not seem to be relevant to the algorithm. Thereupon, we used
features of only one axis as input in the following experiments, conveniently
y-axis was chosen.

In the second experiment, 15 subjects were randomly chosen from each of
the 6 groups (A-F)and grouped into 6 clusters (Fig. 2). Since some of the clus-
ters do not present 15 elements, the outcome seems not to corroborate with
our hypothesis that the algorithm could differentiate the subjects, despite their
slightly different kinematic features. For instance, only 4 individuals form clus-

Fig. 1 Fuzzy c-means clustering of Groups A (circle) and D (plus): (a) Features of x-axis
as inputs; (b) Features of y-axis as inputs; (c) Features of z-axis as inputs; (d) Features of
the three combined axes as inputs.
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Fig. 2 FCM clustering of Group A to F, kinematic features of y-axis set as inputs. Black
arrows indicate two individuals commented upon later.

ter 6, what implies an unusual gait pattern of the misplaced individuals. In
this case, either such subjects presented an unexpected performance to their
age group or FCM was not sensitive enough to recognize the differences. How-
ever, we could not ensure the reason since there is no further anthropometric
information, except for their age groups.

Based on the clustering outcomes, we assume that the pointed out subjects
might present an abnormal gait pattern (Fig 2). The left lower one, which
belongs to Group E, lies among the Group A, while the upper right subject,
from Group B, was placed distant from the other subjects within cluster 6.
Aside these two highlighted individuals, the subjects were generally clustered
as expected, the younger subjects from Group A on the left part of the graph,
in contrast to the older ones placed on the top right part of the graph.

Considering the experiments with SOM, 15 subjects were selected for each
age group (A-F) and kinematic features acquired by y-axis set as input. The
graphs in Fig. 3 represent SOM neighborhood weight distances, which indicate
the distances between neighboring neurons. The blue hexagons represent such
neurons with red lines connecting neighboring ones. The colors in the areas
containing the red lines indicate the distances between neurons. For instance,
darker and lighter colors represent larger and smaller distances, respectively.
By varying the number of iterations, one can notice that the algorithm groups
the sample only on small areas of the top corners. Even though, these clusters
include few subjects, while most of the subjects are not clustered very clearly.
The algorithm spread them on the map even with the increased number of
iterations (Fig 3.c).
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Fig. 3 SOM Neighbor weight distance of (a) 500, (b) 1000, and (c) 2000 Ordering-phase
steps or iterations.

As shown in Fig. 4, the cluster becomes clearer and more compact with
the TP neighborhood distance increasing, indicated by the dark red lines. The
representation of sample hits of different TP neighborhood distance provides
information about data points that are associated with each neuron (Fig. 5),
representing the placement of subjects due to their own gait features. These
graphs show straightforward two main clusters in the upper-left and lower-
right corner, where subjects with similar features are placed. Despite individ-
uals in the middle, who have less similar features, were mapped apart from the
clusters. As the neighborhood distance increases, these points in the middle
are placed closer to the two main clusters (Fig 5.b).

Fig. 4 SOM Neighbor weight distance of tuning phase - Neighborhood distances (a) 10 and
(b) 20.
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Fig. 5 SOM Sample hits of tuning phase - Neighborhood distances (a)10 and (b) 20.

Previous research has proved that SOM could group gait data in the com-
parison of proper and pathological patterns [3]. FCM, nevertheless, seems to
perform better when facing slight variations of healthy persons’ gait pattern,
inherent to different age groups. Since such algorithm allows a subject to be-
long to different clusters, what might be the case of healthy subjects with
similar gait features.

4 Conclusions

In the current work, we processed human gait data acquired by inertial sensors
with two adaptive algorithms, Fuzzy c-means and Self-organizing maps. The
results pointed out that FCM outperformed SOM in the task of grouping
healthy subjects, divided into age-related groups. Subjects in this database
were healthy, implying small variations in their gait patterns, which could not
be easily distinguished. In this way, Fuzzy c-means presented better results,
considering that a subject could belong to several clusters. SOM, on the other
hand, has the advantage of not requiring the number of clusters in advance,
interesting for when no further information about the dataset is available.

Therefore, further trials with the aforementioned methods are necessary,
since more gait parameters and a greater sample could reveal an undercover
variation within the proper walking pattern. Thus, we intend to obtain more
walking features data, provided by a system with more IMUs, enabling a global
gait analysis. Moreover, the sensors might provide less information about such
pattern when placed on the waist than on the lower limbs.
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