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Abstract

On-line analysis of clinical study data has not ben-
efited from recent advances in OLAP technologies.
We examine the analysis requirements posed by
the biotech domain that are not met by traditional
OLAP. To accommodate these new requirements,
we propose the concept of Scientific OLAP which
applies more broadly to data analysis in controlled
scientific experiments. We describe our experi-
ence implementing such a system for the support
of biomarker discovery and we identify some key
challenges that must be overcome before OLAP
can be widely adopted in the biotech industry.

1 Introduction

A central mission among a growing number of biotech
companies is to discover biological markers. A biolog-
ical marker, or biomarker, is a “characteristic that is
measured and evaluated as an indication of normal bi-
ological processes, pathogenic processes or pharmaco-
logic responses to therapeutic intervention” [3]. For
example, high levels of cholesterol in human blood
have commonly been used as a biomarker for heart
diseases. New biomarkers are being sought that en-
able diseases to be diagnosed more accurately or earlier
than is currently possible. Thanks to breakthroughs
in high-throughput measurement technologies in the
last five years [5], tools such as gene chips, protein
chips, and mass spectrometry are now widely available
that are capable of detecting hundreds of thousands of
gene products, proteins, and small organic molecules.
These tools enable biotech companies to routinely gen-
erate, from tiny volumes of biological materials, very
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high volumes of measurement data that must be sum-
marized, compared, and viewed efficiently.
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While these data analysis tasks are critical to the suc-
cess of these companies in biomarker discovery, OLAP
tools (see [1] for an excellent survey of On-Line An-
alytical Processing) have not been widely adopted by
the biotech industry. To understand why, let us take
a closer look at the nature of data generated in clin-
ical studies, i.e., controlled scientific experiments de-
signed to answer specific clinical research or engineer-
ing questions such as drug efficacy, biomarker identi-
fication, and measurement method validation. Typi-
cally, the protocol for a clinical study specifies the fol-
lowing “ingredients”: subject population, i.e., a well-
characterized collection of subjects to be included in
the study; biological samples, i.e., what kinds of sam-
ples (e.g., tissues, body fluids), how many and when
they are drawn from the subjects; measurement meth-
ods, i.e., biological/chemical assays and instruments
used to analyze the samples. For a clinical study aimed
at evaluating drug efficacy, a view of the data schema
might look like this:

| subject | draw | clinicalCls | drugCls | mi | mo | |

John 1 Asthma A 31|54
John 2 Asthma A 46 | 5.3
Jane 1 Healthy B 1.2 | 5.5
Jane 2 Healthy B 1.7 | 5.6

Each row in this table corresponds to an observation,
i.e., a biological sample with all its characteristics and
measurements performed. The draw column repre-
sents the time point when the sample is taken, the
clinicalCls (resp. drugCls) column represents the dis-
ease (resp. drug) group which the subject belongs, and
the m;’s represent biological measurements. This ex-
ample illustrates the fact that clinical study data have
a natural multidimensional view, where observations



are the facts of interest, draw, clinicalCls and drugCls
are the dimensions, and the biological measurements
are the target measures. While this view of clinical
study data suggests that OLAP tools may be used for
their analysis, a closer look reveals some fundamen-
tal differences between clinical studies and traditional
OLAP applications:

e The subject population is carefully selected to min-
imize sampling biases, especially when the num-
ber of these participants is limited (typically in the
100’s). Also, biological samples are drawn at care-
fully planned time points.

e Observations are linked to subjects, while in tradi-
tional data analysis applications, subjects are usu-
ally not tracked across transactions.

e The number of measurements made on each biologi-
cal sample is several orders of magnitude larger than
the number of samples, while in traditional OLAP
applications, the number of facts usually far exceeds
the number of target measures.

e An important goal of data analysis in clinical stud-
ies is to validate hypotheses following established
scientific methods, e.g., to validate drug efficacy in
clinical trials or to evaluate assays in biomarker dis-
covery.

2 Scientific OLAP for Clinical Studies

These differences translate into data analysis require-
ments that are not found in traditional OLAP and
that turn out to be very important for the domain of
clinical studies. Generally, these requirements include
more rigorous and richer types of data analysis using
established statistical methods, more stringent notions
of comparisons, the need to qualify results to minimize
chances of making the wrong inference based on a lim-
ited number of observations, and the ability to handle
large numbers of target measures. We propose the con-
cept of Scientific OLAP as an extension of traditional
OLAP that accommodates these unique requirements,
which we describe below. For further details, we refer
the reader to [2].

Rank-based aggregation Notably missing from tra-
ditional OLAP and SQL systems are the MEDIAN oper-
ator and the more general PERCENTILE operator. How-
ever, in many experimental sciences and in biology in
particular, summarizing data using medians and per-
centiles is the norm, for good reasons. First, mea-
surable biological entities, such as the concentration
of many proteins expressed in human serum, often
are not normally distributed. For these biological en-
tities, MEDIAN gives a more accurate summary than
AVG. Furthermore, measurements often are noisy and
error-prone, which make MEDIAN a more robust oper-
ator against outliers. A partial solution has recently

appeared in some commercial systems where SQL is
extended with a family of functions, called analytic
functions, that provides better support for analytical
processing. An example is the RANK analytic function
which computes the ranking for each row in a rowset,
relative to a row-dependent group of rows. To illus-
trate how this function works, consider the view from
Section 1 and let us call this view observations. The
following query:

SELECT subject, clinicalCls, mq,

RANK() OVER

(PARTITION BY clinicalCls ORDER BY mgq)
FROM observations WHERE draw =1

computes the ranking in mj of all observations at
time 1 within each clinical group. This ranking will be
useful for computing the median in m; for each clinical
group. The RANK analytic function may be used to im-
plement medians and percentiles, but the lack of true
rank-based aggregations makes the implementation of
many statistics commonly used in clinical studies both
cumbersome and inefficient.

Multiple-group comparison A common question
in clinical studies is whether or not several groups of
observations differ with respect to some measures in
any significant way and not by chance. For instance,
to study the effect of several drugs on human sub-
jects, a separate group of subjects is often recruited
for each drug, and in order to ensure that no bias has
been introduced in the drug group assignment, it is
important to verify that the drug groups exhibit no
significant differences before any drug is administered.
Another common example of group comparison arises
in studies for diagnostic markers where a battery of
measurements is performed on subjects that belong to
different disease groups and where measurements that
show significant differences between the groups are to
be identified.

Support for multiple-group comparisons in tradi-
tional OLAP systems is typically limited to using first
order statistics such as the mean. However, as the fol-
lowing figure illustrates, these statistics are no longer
sufficient to detect subtle but important differences.
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In this figure, the differences in means of measurement
m1 between drug groups A and B are identical in both
graphs. However, since the values are more scattered
in the right graph than in the left graph, intuitively
the difference on the right should be less significant
than the difference on the left.



Thus, in order to support group comparisons which
are clearly more stringent in clinical studies, sum-
maries in OLAP must include not only the group aver-
ages but also some second order statistics such as the
variance within each group and some measure of how
significant the differences are. OLAP front-end tools
that support richer visualization are also needed. For
instance, the effects of drugs A, B, and C on measure-
ment mp might be summarized in the following plot:
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using something called the p-value to measure the
probability that the drug effects are identical by chance
(i.e., the smaller the p-value is, the more significant
the difference becomes). Many statistical tests can be
used to measure how significant a difference is. Com-
monly used ones, such as the ANOVA F-statistic and
the Kruskal-Wallis statistic (see Analysis of Variance
in [4]), can be implemented using standard SQL ag-
gregations with the help of the RANK analytic function.

Repeated observations So far, in comparing groups
of observations, we have ignored that observations
from different groups may be related to each other.
For example, some measurements are made on the
same subject albeit at different time points, e.g., be-
fore and after treatment. These related observations,
or repeated observations, exemplify what is known in
classical statistical testing as repeated measures. If we
ignore these relationships, we may fail to detect small
but significant group differences, as the following fig-
ure illustrates:
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On the left, the difference between groups is not statis-
tically significant, since the difference in mean is small
compared with the variance within each group. But
on the right, with the additional knowledge that the
observations are paired, intuition tells us that the dif-
ference should be significant, since the observed values
consistently increase as we move from one group to
the other, albeit in very small amounts. Note that re-
peated observations are distinct from time series for
which trend analysis is supported in many OLAP sys-
tems, since a time dimension is not required. Also,
traditional multidimensional models have no provi-
sions for capturing the concept of repeated observa-
tions. Otherwise, significance testing is not difficult:

statistics commonly used for comparing groups of re-
peated observations include the Paired T-Test and the
Wilcozon signed-rank statistic (see [4]), which can be
implemented using standard SQL aggregations and the
RANK analytic function.

Scaling with the number of measures In Sec-
tion 1, we used a multidimensional view of the clinical
study data where each measurement is treated as a
separate target measure. Since the number of mea-
surements in typical clinical studies is extremely large
(say in the 10,000’s), this view is not practical: in order
to visualize the summary statistics for all the measures
using traditional OLAP front-end tools, one would
have to sequence through a large number of screens!
A better alternative is to represent the measurement
type as a dimension. Thus, slicing on a particular mea-
surement would show a summary of the comparative
statistics for that measurement. This representation
also allows us to compare all the measurements side
by side in the same plot, to use common OLAP oper-
ations such as dicing to view only those measurements
whose difference satisfies a user-specified significance
threshold, and to rank the measurements according to
their level of significance. An extended OLAP front-
end tool might visualize the significance of the mea-
surements in one chart as shown in the following plot:
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which would help quickly reveal the important mea-

surements.

3 Implementation Experience

The following figure depicts an on-line data analysis
tool we implemented directly on top of a relational
database, which we use routinely to analyze clinical
study data:
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In this implementation, comparative statistics, in-
cluded in most analysis result summaries, are evalu-
ated in a statistics server, separate from the database



server. While some statistics could have been im-
plemented using straight SQL, the use of an estab-
lished statistical computation engine to compute them
is purely for acceptance reasons, that is, at least until
a database extension certified for statistical analysis is
available. This decoupling results in processing ineffi-
ciencies mainly due to high volumes of network traffic
and to the inability to take advantage of query opti-
mization: for instance, instead of relying on the rela-
tional engine to optimize the execution of an aggregate
query, the data is aggregated on a group-at-a-time ba-
sis. Also, because aggregate view materialization is
not used, every new view request is evaluated against
the base data, which results in further delay in pro-
cessing the request.

To specify how data is to be aggregated and com-
pared, we do not use the cube manipulation metaphor
embodied in traditional OLAP front-end tools. In-
stead, the interface allows the user to recursively par-
tition a given group of observations along any dimen-
sions into subgroups, and to select arbitrary subgroups
to analyze or compare. To illustrate this approach we
call dynamic group specification, the following shows a
hierarchy of groups of observations that the user ob-
tained by first expanding the top node (representing
the initial set of observations) along the clinicalCls di-
mension, and by expanding the remaining nodes along
the drugCls and draw dimensions:

Draw 1 Draw 2 Draw 1 Draw 2 Draw 1 Draw 2

From this hierarchy, if the user wants to compare the
different drug groups of asthma patients, he would se-
lect the nodes as highlighted in the figure. The ad-
vantage of our approach is two-fold: first, in order
to view a particular aggregation summary, the user
is not required to “navigate” through summaries for
the intermediate aggregations, which may involve un-
necessary computations; furthermore, since our group
hierarchy does not require two nodes from the same
level to be expanded along the same dimension, our
method of group specification provides more flexibil-
ity than traditional OLAP systems. However, the lack
of navigational capability is also a disadvantage, be-
cause it does not allow the user to follow a train of
thought. Also, our approach does not scale well with
dimensions that have a large number of distinct val-
ues. Finally, because the number of measures can be
large, the summary of (comparative) analysis is shown
in a table format, one row per measure, instead of a
bar chart format used in a typical OLAP system.

4 Summary and Future Challenges

We proposed the concept of Scientific OLAP which ex-
tends traditional OLAP to accommodate the unique
requirements posed by not only clinical studies, but
possibly many other controlled scientific experiments
as well. However, to provide an efficient implementa-
tion, several key challenges remain to be addressed.

Precomputing rank-based aggregations A com-
mon approach used in many OLAP systems to speed
up aggregate queries is to use materialized subqueries
to answer the original queries. However, most rank-
based aggregate operators (e.g. MEDIAN) are not asso-
ciative, and the use of materialized queries to optimize
queries involving these operators is not obvious.

User-defined percentiles Medians and percentiles
do not have a standard definition, especially for even-
sized sets of values and bags. Short of providing a
generic user-defined aggregation facility, it is not clear
how to support all their variant definitions efficiently.

Custom comparative statistics Among the com-
monly used comparative statistics techniques, many
are difficult to express as a composition of SQL aggre-
gate queries. Implementing these techniques requires
using sophisticated aggregation mechanisms that can
be difficult to provide (see [2]).

Large scale visualization Traditional OLAP front-
end tools provide a very limited form of visualization:
bar charting. Comparing a large number of measures
(say in the 10,000’s) requires using visualization tech-
niques beyond bar charts that should be both intuitive
and compact, and that can be implemented efficiently.
The challenge is to identify such a powerful and gen-
eral technique.

Finally, due to space limitations, this paper focused
on OLAP for clinical studies only. We refer the reader
to [2] for another challenging problem: mining clinical
study data for biomarkers.
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