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Abstract—Promising techniques have recently been developed 
for creating nulls in the transmit sidelobes of a radar by using 
the signal from a nearby auxiliary antenna.  In operational 
settings, the performance of these nulling techniques will be 
sensitive to electromagnetic scattering from objects in the vicinity 
of the antennas.  This paper presents a theoretical analysis of the 
impact of environmental and multipath scattering on transmit 
nulling performance for a radar system comprised of a main 
antenna and an auxiliary.  A case study example is described for 
scattering off the ocean surface. 

 

I. INTRODUCTION 
It is possible to create a spatial null in the transmit 

sidelobes of a radar antenna by radiating a signal from an 
auxiliary antenna that is equal in amplitude but 180 degrees 
out of phase with the signal from the main antenna in the 
desired null direction.  The two signals will subtract in the far 
field to form a null.  The efficacy of this approach will depend 
on the presence of electromagnetic scattering from the 
environment and nearby objects.  The theoretical analysis 
presented in this paper analyzes the impact of environmental 
scattering on transmit nulling performance.  The framework 
for this analysis follows the approach described in [1] for 
sidelobe cancellers. 

Figure 1 illustrates a general scattering geometry.  The 
radar main antenna, either a reflector or a phased array, and 
the auxiliary antenna are modelled as a linear array with two 
elements.  The spacing between the elements is denoted by d.  
The transmit signal s(t), radiating through the sidelobes of the 
main antenna at an angle θd arrives at the desired null location 
via a direct path and is taken as a unity gain, zero delay 
reference.  Another version of s(t) reflects off a multipath 
scatterer with reflection coefficient ρm at an angle θr and 
arrives at the null location via an indirect path with delay τm.  
The signal radiated from the auxiliary antenna follows a direct 
path to the null location with unity gain and delay τd relative 
to the direct path main signal.  Also, a scattered version of the 
auxiliary signal arrives at the null location with reflection 
coefficient ρa and delay τa.  The propagation delays associated 
with the direct and reflected paths can be computed as 
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where c is the speed of light. 
 

 
Fig. 1.  Environmental Scattering Geometry 

Ideally, the direct and scattered signals from the main 
antenna are all correlated replicas of each other that arrive at 
the null location with different delays.  Therefore, they can be 
cancelled by incorporating a tapped delay line (TDL) in the 
auxiliary channel with J taps spaced Ts seconds apart (Fig. 2 ).  
The minimum sampling rate associated with the tap delay 
spacing should be the Nyquist rate, or twice the highest 
frequency radiated by the auxiliary antenna. 

 

 
Fig. 2.  Auxiliary Antenna with Tapped Delay Line 

If the transmit signal is s(t), the real signal arriving at the 
null location from the main antenna is 

 
( ) ( ) ( ).mm tststm τρ −+=   (4) 

 
The noise radiated through the main antenna will be ignored 
since it is uncorrelated with the noise from the auxiliary 



antenna.  The total signal at the null location arriving from the 
auxiliary antenna is 
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where na(t) is the noise transmitted through the auxiliary 
antenna.  The expressions for the autocorrelation and cross-
correlation functions of s(t), na(t), m(t), and a(t) are 
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In the above equations, the symbol * denotes complex 
conjugation, B represents the signal bandwidth, and γ is the 
signal-to-noise ratio. 

 

II. MINIMUM MEAN SQUARE ERROR SOLUTION 
If the auxiliary channel has J taps spaced Ts seconds apart, 

then a spatial null in the antenna transmit pattern can be 
created when the tap weights wi are chosen to minimize the 
Mean Squared Error (MSE) criterion 
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where r(t) is defined as the residual error signal 
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The total delay introduced in the auxiliary channel with this 
architecture is (J–1)Ts.  In a closed-loop transmit nulling 
system using a feedback sensor, adaptation will continue until 
the residue is uncorrelated with each delayed auxiliary signal, 
i.e. 
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The optimal solution which minimizes the residue power is 
the Wiener solution, 
 

rRw 1−=opt    (14) 
 
where R is the J×J auxiliary signal covariance matrix 
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and r is the J×1 cross-correlation vector with elements 
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For a single tap weight, (14) becomes a scalar equation. 

The residue power attained with the optimal auxiliary tap 
weights wopt is the lowest possible [2], 
 

,min rRr 1H −−== mPPP    (17) 
 
where Pm = Rm(0) is the power of the direct and multipath 
signals radiated from the main antenna.  If the tap weights w 
are not optimal, then the residue power is 
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The null depth d, defined relative to the total ambient signal 
power at the null location originating from the main antenna, 
is 
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This quantity is analogous to the cancellation ratio of a 
sidelobe canceller. 
 

III. LEAST SQUARES SOLUTION 
The signals m(t) and a(t) can be written as the convolution 

of s(t) with the impulse responses of the main and auxiliary 
transmission channels, hm(t) and ha(t) respectively [1].  In 
other words, 
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where the main and auxiliary channel impulse responses are 
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The channel frequency responses, Hm(ω) and Ha(ω), defined 
by  
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are the Fourier transforms of hm(t) and ha(t). 

An ideal filter at the input to the auxiliary antenna would 
first apply the inverse filter Ha

-1(ω) to remove the effect of 
multipath in the auxiliary transmission path and then would 
apply the filter Hm(ω) to introduce the multipath associated 
with m(t).  Thus the frequency response of the ideal composite 
filter applied to the auxiliary signal is 
 

( ) ( ) ( ) .1 ωωω ma HHH −=   (26) 
 
The impulse response h(t) of H(ω) will have infinite duration.  
A practical closed-loop transmit nulling system will 
adaptively approximate the infinite impulse response of h(t) 
with a FIR filter g(t) that has J taps, 
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Thus the estimation problem reduces to matching the FIR 
impulse response g(t) to the IIR impulse response h(t) as 
closely as possible.  The optimal FIR filter in the mean square 
error sense will be a truncated version of the infinite impulse 
response [1].  The signal residue remaining at the null location 
can be approximated by 
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The residue power is equal to 
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where 
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and the power spectral density corresponding to Ra(τ) is 
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with 
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and Sn(ω) equal to the noise power spectral density. 
The integral in (29) can be evaluated by sampling He(ω) 

and Sa(ω)  in the frequency domain.  To estimate G(ω) in (30) 

it is necessary to truncate samples of the infinite impulse 
response h(t).  In turn, the impulse response h(t) can be 
estimated from an inverse Fourier transform of samples of 
H(ω).  However, care must be taken to avoid aliasing in the 
time domain when calculating the inverse Fourier transform of 
frequency samples of H(ω).  Suppose it is assumed that the 
effective duration of h(t) is T seconds.  Then the frequency 
samples of H(ω) should be spaced 1/T Hertz apart.  
Furthermore, if the desired spacing between the filter taps g[k] 
is Ts seconds, then the frequency samples of H(ω) should 
extend up to a frequency of 1/Ts Hertz.  In summary, the 
frequency response H(ω) should be sampled at the frequencies 
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IV. SIMULATED RESULTS 
Figure 3 plots the transmit null depth as defined in (19) 

versus the normalized delay of the scattered main antenna 
signal for seven values of the real reflection coefficient ρm, 
with the reflection coefficient ρa set equal to zero.  A 
normalized delay equal to unity implies no overlap between 
the direct path and the scattered signals; whereas a normalized 
delay of zero corresponds to complete overlap.  Other 
parameter values include B = 31250 Hz, θd = 10°, θr = 40°, d 
= 10λ, and γ = 100.  The auxiliary channel filter had one tap 
weight set equal to the Wiener solution given by (14).  In this 
case, the tap weight was computed with perfect knowledge of 
the direct and reflected signals.  This plot shows that for 
values of the reflection coefficient ρm less than 0.1 and for 
normalized multipath delays less than 0.1; the attainable null 
depths are at least 35 dB below the ambient signal level.  The 
plot also shows that as the relative delay increases between the 
direct and reflected main antenna signals at the null location, 
and thereby their overlap decreases, the null depth decreases 
because the duration of the auxiliary signal is not long enough 
to cancel both the direct and indirect main signals.  For 
example, if there is no overlap between the direct and indirect 
main signals at the null location and ρm = 1, then the null 
depth is equal to -3 dB. 

Figure 4 illustrates the case where ρa is set equal to 0.2 and 
the reflection coefficient ρm is allowed to vary.  The plot 
shows that when ρm becomes equal to ρa the main and the 
auxiliary transmission channels are perfectly matched and the 
transmitted signals cancel completely to create the maximum 
null depth. 



 
Fig. 3.  Transmit Null Depth vs Signal Delay (ρa = 0) 

 

 
Fig. 4.  Transmit Null Depth vs Signal Delay (ρa = 0.2) 

Figure 5 illustrates the case where the auxiliary tap 
coefficient is incorrect while ρa = 0 and ρm is allowed to vary.  
In this scenario, the covariance matrix used to compute the 
Wiener solution does not include the scattered main signal.  
As the plot suggests, the scattered main signal is not cancelled 
at the null location, and it therefore contributes to the residue 
power and raises the null depth.  For example, if ρa = 0 and ρm 
= 0.5 with no overlap (i.e. normalized delay equals 1) between 
the direct and indirect main signals, then the residue power 
equals 0.52/(12+0.52) or -7 dB.  If ρa = 0 and ρm = 0.5 with 
total overlap (i.e. normalized delay equals 0) between the 
direct and indirect main signals, then the residue power equals 
0.52/1.52 or -9.5 dB.   
 

 
Fig. 5.  Transmit Null Depth vs Signal Delay (Incorrect Tap Weight) 

The performance of the tapped delay line architecture is 
illustrated in Fig. 6.  Here the null depth is plotted as a 
function of the number of taps J in the TDL for different 
values of the sampling frequency corresponding to the tap 
spacing.  The sampling frequency varies in multiples of the 
signal bandwidth (from 2 to 8 times).  The effective duration 
of the impulse response h(t) is assumed to be 0.1 msec.  The 
total delay Taux introduced in the auxiliary channel due to the 
FIR filter g[k] is equal to (J-1)Ts.  The parameters τm = 4 μsec 
and B = 2 MHz. 

A striking feature of the plots in Fig. 6 is the step-like 
decrease in null depth as the number of taps increases.  
Considering only the case where the sampling frequency is 2 
times the signal bandwidth, Fig. 7 reveals that the step 
reductions in null depth occur at multiples of Taux to the 
indirect path delay τm. 

 
Fig. 6.  Null Depth vs Number of Taps 

 



 
Fig. 7.  Null Depth vs Taux/τm 

 

V. OCEAN SURFACE SCATTERING 
This section considers the most likely multipath scenario 

for naval radars − scattering off the ocean surface.  Figure 8 
illustrates the relevant multipath geometry.  An antenna with 
elevation angle θe transmits sidelobe energy toward the 
desired null location.  The radiated signal follows a direct path 
Rd to the null location and an indirect path corresponding to  
R1 + R2.  Accordingly, the direct and multipath signals will 
have a relative phase difference at the null location due to the 
different path lengths travelled.  The phase difference 
corresponding to a path length difference Δ is 2πΔ/λ radians.  
There will also be a phase change φ that occurs during 
reflection off the ocean’s surface and a phase difference 
between the signals due to the antenna pattern factor at 
different pointing directions, which is ignored here for 
simplicity.  Thus the total phase difference α between the 
multipath signal and the direct path signal is  
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and the complex exponential representation of the reflection 
coefficient at the reflection point is 
 

.0
αρ je−=Γ    (35) 

 
Here, the real scalar ρ0 represents the ratio of the intensity of 
the reflected wave to that of the incident wave.  To analyze 
the effects of ocean scattering on transmit nulling performance 
fully using the framework developed in Section II, it is 
necessary to determine Γ. 

Referring to Fig. 8, the angle ψ at the reflection point of the 
incident ray is referred to as the grazing angle.  The values of 
ρ0 and α are both functions of the grazing angle.  By using 
extensive algebraic manipulations and trigonometry described 
in [4], it is possible to solve for ψ for different values of the 
elevation angle θe, the slant range to the null location Rd, and 

the height of the radar antenna above the Earth’s surface h1.  
For example, Fig. 9 illustrates the grazing angle as a function 
of slant range for eleven antenna elevation angles and an 
antenna height of 30 meters above the Earth’s surface.  For the 
same antenna configuration, the relative phase difference at 
L−band between the direct and reflected signals due to the 
different path lengths travelled is shown in Fig. 10.  Computed 
values of φ are illustrated in Fig. 11 for each of the antenna 
elevation angles considered. 
 

 
Fig. 8.  Multipath Geometry for Ocean Scattering 

 

 
Fig. 9.  Grazing Angle vs Slant Range (h1 = 30 m) 

An extensive body of work exists in the literature relevant 
to computing the reflection coefficient Γ from sea surface 
scattering [5-17].  The simplest case is for specular reflection 



off a smooth sea.  A mathematical expression for Γ derived in 
[4] for horizontally polarized radiation is 
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The constant εc is referred to as the dielectric constant of 
seawater.  For reflection from a smooth sea at low grazing 
angles with horizontal polarization of the radar waves, ρ0 is 
almost identically one. 
 

 
Fig. 10.  Relative Phase Difference vs Slant Range (h1 = 30 m) 

 

 
Fig. 11.  Phase Shift Due to Reflection vs Slant Range (h1 = 30 m) 

 

VI. CONCLUSION 
The theoretical analysis presented in this paper suggests 

that environmental scattering can have a significant impact on 
transmit nulling performance for a system architecture with a 
main antenna and an auxiliary.  In particular, the detrimental 

effects of multipath scattering can be mitigated by increasing 
the number of tap weights in the auxiliary antenna channel. 
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