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This paper presents a method for reconstructing the vi-
sual appearance of a scene from any viewpoint, given a
collection of stereo pairs. A representation is suggested
which is flexible and efficient, and algorithms to recover
three dimensional structure and grey-level detail by com-
bining a number of two-dimensional views are discussed.
Some results using real and simulated data are given.

This paper presents a method for reconstructing the vi-
sual appearance of a scene from any viewpoint given a
collection of stereo pairs. For example, figure 1 shows
two stereo pairs of the same building. The objective is
to generate a new view from this data as in figure 2 (see
below). The method has a number of properties:

• Occlusion is dealt with explicitly and all surface
fragments visible from at least one stereo pair are
correctly rendered in the output.

• Surface shape and texture are obtained from the
best available data.

• The stereo pairs are pre-compiled into a concise rep-
resentation from which reconstruction is an 0(n)
process (n = number of stereo pairs).

Reconstruction of visual appearance has been used ex-
tensively for visualisation of terrain models [1]. Some au-
thors have also used reconstruction to show the result of
stereo algorithms [2]. The Mosaic system [3] used stereo
and geometric reasoning to generate wire-frame mod-
els of urban scenes. Although domain specific to aerial
photographs of buildings, some results using grey-level
rendering were achieved. Feature tracking [4, 5, 6, 7]
has been used to recover three-dimensional structure on
a frame-by-frame basis. The De-Launay triangulation
[8] is used here [4] and elsewhere [2] in reconstruction
and representation, and has the advantage of preserving
discontinuities. Although some reconstruction of visual
appearance was performed with this representation we
believe detailed grey-level mapping is made difficult by
the fractal nature of the projected surface. Octree mod-
els allow efficient updating by volume intersection tech-
niques, and have been used for model generation under
controlled conditions [9, 10]. However the representa-
tion is inflexible with respect to scale, and expensive for
storing much grey-level detail. Potmesil [11] describes
a method of merging surface segments by minimising
shape differences. However the domain is restricted to
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Figure 1: Stereo pairs.

model generation of continuous objects, with accurate
depth information using a controlled light source.

SYSTEM OVERVIEW

The system works in two parts. Steps 1, 2, 3 and 4 are
performed off-line from the available stereo pairs. Step
5 is performed for each reconstruction required.

1. Production of a depth map from each stereo pair.
The relative camera orientation is determined and
corresponding points are found for each pair. These
are projected by triangulation to give a grid of three-
dimensional locations.

2. Computation of relative positions of stereo pairs.
Overlapping regions of the surfaces generated from
the stereo pairs allow the relative positions of their
viewpoints to be computed.

3. Detection of depth map discontinuities.
By comparing depth maps, discontinuities in the
interpolated depth maps are located and marked
to avoid unwanted interpolation during reconstruc-
tion. The result is a set of viewpoint-dependent
depth maps with discontinuities, somewhat similar
to Marr's concept [12] of a 2|d sketch.
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Figure 2: Rendered view.

4. Detection of highest resolution surface patches.
The depth maps are compared so that information
on any surface fragment is stored only once, in the
depth and texture maps containing the most de-
tailed description of it.

5. Reconstruction of new view.
This is achieved by rendering each of the surfaces
from the new viewpoint, with proper treatment of
hidden surfaces and discontinuities.

DEPTH MAP GENERATION

In order to use the epipolar constraint, and in order to
locate points in three dimensions once correspondences
have been found, it is necessary to determine the rela-
tive camera orientation. This means finding the rota-
tion matrix R and translation vector T which map the
coordinate frame of the first camera position to that of
the second. Algorithms exist [5, 13, 14] to recover this
from a small set of image correspondences, subject to a
scale factor in T. In the current work, these correspon-
dences are entered manually, and the relative camera
orientation is determined using an iterative least-squares
method [15] 1 on a minimum of eight points.

Once the relative camera orientation is known, the epipo-
lar constraint can be used to assist the correspondence
algorithm. A point in one image will project as a line in
three-space, and hence as a line in the other image. The
subsequent search for the corresponding point is there-
fore confined to this line, reducing search time and de-
creasing the likelihood of false matches.

The correspondence algorithm used is based on Nishi-
hara's stereo matching system [17]. The images are first
convolved with a difference of gaussians filter, and the
sign of the result at each image location is stored. Cor-
relation matching then takes place along epipolar lines

'An attempt was made using an implementation of a direct
solution [13] but was found to be unstable with respect to noise.

in the resulting image pair. The correlation surface near
its peak is approximated as a cone, and a coarse-to-fine
strategy is employed, enabling the location of maximum
correlation to be found by just a few measurements.

The output from the correspondence algorithm is a grid
of image disparities. Having determined R and T we
may now calculate three-dimensional coordinates of these
points, using equations [13]:

(R1-x'R3).Tf
(#! - y'R3) • x

where R{ is the ith row of R, and

X = Zx/f, Y = Zy/f

for camera focal ratio / , and image coordinates (x, y)
and {x',]/). In fact only the Z coordinate need be stored
in order to recover three dimensional structure at a later
stage. Regularisation takes place using gaussian interpo-
lation (approximately equivalent to spline interpolation
[18]) to produce a regular depth map.

VIEWPOINT REGISTRATION

The relative positions of the depth maps must now be
determined. Each pair of depth maps are related by un-
known rotation R, translation T and scale A parameters,

These are determined from corresponding three-
dimensional points Ui and w,- by minimising the error
E given by

E = \R • (^ - T) - Vi

using the downhill simplex method [16].

Exact relative positions are assumed known for the arti-
ficial stereo pairs (figure 7).

DISCONTINUITY LOCATION

For successful reconstruction it is important to identify
depth discontinuities. On surface rendering, it is possible
for the interpolation resulting from a depth discontinu-
ity to give rise to unwanted occlusion. Figure 3 shows a
cross-section of the surface resulting from reconstruction
from two depth maps, A and B. Some surface recon-
structed from A is occluded by an interpolated region
from B, and vice versa. The objective is to enter a zero
into all depth maps at places where there is such a depth
discontinuity. To achieve this the surface represented by
each depth-map is rendered into all other depth maps.

Surface rendering is achieved using bi-linear splines to
interpolate depth and grey-level data, using the depth
data and grey-level data as control points.

The spline surface is divided into a regular tesselation of
triangular facets (not necessarily at the same resolution
as the underlying control points). Each facet is then ren-
dered directly into the target image selecting grey-levels
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Figure 3: Occluding interpolated surface. Figure 4: Result of algorithm 1.

from the grey-level surface via interpolation of the un-
derlying parameters. Depth-buffering is used to ensure
correct treatment of hidden surfaces.

To locate occluding discontinuities we note that the in-
terpolated surface lies between the viewpoint and a sur-
face visible from some other depth map.

Hence, for each depth map, render it into depth maps
derived from other stereo pairs. Where a rendered value
appears closer than the value in any other depth map,
a zero is entered into the first depth map to indicate
occlusion.

Algorithm 1:

For each depth-map Di

For each other depth-map Dj

• Render each point (x, y) in Di from the viewpoint

Compare the result (x1, y', z') with depth map Dj.

If any location Dj(x',yJ) has a greater value than
z', then mark Di(x,y) as a discontinuity.

This algorithm is analogous to volume-intersection tech-
niques used to build octree models. Results of operation
on a synthetic set of depth-maps are shown (figure 7).
The left images show three perspective views of a box
'floating' in the center of a square room, similar to that
illustrated in cross-section (figures 3,4 and 6). Distance
from the center of projection is illustrated as intensity.
The right-hand images show the discontinuities found
marked in black.

Figure 5: Overlapping surfaces.

OVERLAPPING SURFACES

When a surface patch is represented in more than one
depth map it is necessary to select the data to be used
in rendering. Rather than seek to combine information
from more than one source we use the highest resolution
data unchanged.

This is determined by noting that a triangle projected
from one viewpoint will increase in area if back-projected
onto another view-plane with higher resolution informa-
tion (figure 5).

Algorithm 2

For each depth map £),•

For each other viewplane Vj
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Figure 6: Final representation.

• Project each triangle of D{ onto the viewplane Vy

• Calculate the new area A' of this triangle

• If A' > A, the original area, for any viewplane Vj,
then mark the triangle as a hole

The operation results in the final surface description il-
lustrated in figure 6.

RECONSTRUCTION

Each surface is rendered using the triangular tesselation
as above. A hole or discontinuity in a surface is marked
as a zero in its depth map. A triangle containing such
a hole is not rendered, hence giving the appearance of
transparency in these regions of the surface.

Some results of the reconstruction process are shown (fig-
ures 7, 8 and 9) from the stereo pairs given before. Note
that these reconstructions have been produced directly
from their respective stereo pairs without registration
and discontinuity location. Figures 10 and 11 show the
results of registration, with surfaces from each stereo pair
approximately overlapping.

DISCUSSION

A method has been presented for a system to automati-
cally construct a composite model of an arbitrary scene,
complete with grey-level information, from a set of two-
dimensional images. A representation has been proposed
which models scene discontinuities and preserves the op-
timal grey-level detail for all surfaces present. An algo-
rithm to locate such discontinuities by combining infor-
mation from new viewpoints has been described. Finally
some results on real and synthetic images are given.

Further work is intended in the following areas.

Figure 7: Discontinuity location.

Although it is believed best to take grey level detail
from only one surface segment in the case of overlap,
an improvement would be to utilise the new geomet-
rical information to reduce error. Some researchers,
[4, 6, 7] have shown success using Kalman filter-
ing to model and reduce error over time, usually in
tracking image features. It would be interesting to
explore this technique in modeling uncertainty in
surface location.

The algorithm presented illustrates one way to lo-
cate depth discontinuities. However it may be pos-
sible to locate these directly during surface inter-
polation, for example using the weak plate model
[19].

The correlation-based stereo algorithm used per-
forms poorly at surface boundaries, and areas of
high gradient where there is significant shearing of
the image between viewpoints. Further work is
needed to prevent this.
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Figure 8: Rendered view from first stereo pair. Figure 10: Rendered view showing registration.

Figure 9: Rendered view from second stereo pair. F i S u r e 11: Rendered view showing registration.
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