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Abstract 

The allure of using artificial intelligence (AI) to streamline the recruiting process for 
organizations has become increasingly compelling. Identifying ways to make recruiting 
more efficient and effective provides an organization with a competitive advantage 
(Hunkenschroer & Luetge, 2022). The capacity for AI to review massive amounts of 
information in a short timeframe helps close the gap between recruiters and top-quality 
candidates (Gray, 2024). However, as an imperfect science, the AI algorithms that 
undergird recruiting tools may lead to discrimination and bias with unintended yet 
impactful consequences (Bansal et al., 2023). Biases already existing in the data that 
fuels AI may skew outcomes from recruiting tools, and AI may introduce new types of 
biases not yet studied (Ntoutsi et al., 2020). The following conceptual study seeks to 
examine where in the recruitment process AI adds value, where AI adds risk, and 
where AI should not replace human effort and interaction. 

Keywords: artificial intelligence, AI, recruiting, unconscious bias, intuition, human 
intelligence. 

Introduction 

The allure of using artificial intelligence (AI) to streamline organizations’ recruiting 
efforts continues to increase (Kochan, 2021). Companies are competing to find and hire 
talent for over 8 million job openings (U.S. Bureau of Labor Statistics, 2024); therefore, 
finding ways to make the recruitment process more efficient and effective provides an 
organization with a competitive advantage (Hunkenschroer & Luetge, 2022). The 
capacity for applied and generative AI to quickly review vast information closes some 
of the gaps between recruiters and candidates (Gray, 2024). The following conceptual 
study reviews the impact of AI in the recruiting space, with broader organizational 
impacts also examined. 
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Impact of AI in Recruiting 

AI collects, analyzes, and interprets large volumes of data based on the instructions and 
suppositions programmed into its machine-learning algorithms (Bansal et al., 2023; 
Ntoutsi et al., 2020). As an imperfect science, AI algorithms sometimes lead to 
discrimination and bias with unintended yet impactful consequences (Bansal et al., 
2023). The data leveraged by AI originates from humans; thus, the bias that exists in 
humans exists in the data, which AI then perpetuates and amplifies (Hurlburt, 2024; Lee 
et al., 2019; Ntoutsi et al., 2020). Data sets that are incomplete or do not contain enough 
information about underrepresented groups add another source of bias to AI (Lee et al., 
2019). Generative AI learns over time; thus, even if discriminatory attributes are not 
noticeable in an algorithm, AI can learn to discriminate on a protected attribute or 
highly correlated inputs if trained to do so during iterative interactions with users. 

Organizations hold responsibility for ensuring equitable, unbiased recruiting processes 
and outcomes; in previous eras, such decisions were made by humans and governed by 
fairness and equity laws (Lee et al., 2019). However, as companies now weave AI tools 
into their recruitment processes, biases on race, age, sex, and other protected qualities 
infiltrate decision-making (Ntoutsi et al., 2020). Biases already existing may skew 
outcomes even more, and AI may introduce new types of biases not yet studied. 

Additionally, AI technologists retain responsibility for understanding bias issues in 
candidate screening and selection, ensuring their programs do not create or perpetuate 
discrimination (Ntoutsi et al., 2020). Testing AI algorithms for over- or under-
representing specific protected characteristics requires intentionality and an ethical 
focus. Ntoutsi et al. called for ethical principles to be integrated into AI algorithms to 
mitigate such bias, because error-laden algorithms cause unfair and illegally 
discriminatory recruitment outcomes (Mittelstadt et al., 2016). However, the feasibility 
of defining the ethical requirements of AI algorithms remains laden with complexity, 
subjectivity, and uncertainty. 

Practical Application 

Recruiters can leverage AI to scan databases for candidate sourcing, provide answers or 
interview scheduling with candidates through chatbots, and review large volumes of 
résumés in a fraction of the time (Wolford & GPT-4, 2023). Using AI for high-volume 
administrative tasks frees up bandwidth for recruiters to perform more strategic-level 
duties, including building relationships with the candidates. The candidates also benefit 
through potentially experiencing up to 75% improvement in time to hire. Compelling 
reasons to use AI technologies in the recruitment process abound (Kochan, 2021); 
however, cases of AI bias leading to systemic discrimination and legal recourse 
continue to occur, as shown in the following examples.  
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A credit card provider used AI to facilitate different credit limits based on the 
applicant’s gender (Knight, 2019). Vincent (2016) reported that Microsoft’s Tay AI 
program issued racist and misogynistic content after only one day of interacting with 
users. Using AI for loan decisions was shown to increase discrimination against females 
to increase lenders’ profits (University of Bath, 2024). Dastin (2018) shared that 
Amazon’s recruitment AI assessed female candidates less favorably than male 
candidates for technical roles (Lee et al., 2019). These examples illustrate the industry-
agnostic impact of AI-facilitated bias and discrimination.  

AI can be programmed for simple tasks, such as sorting and filtering lists, or complex 
tasks, such as running predictive models (Koshiyama et al., 2022). Recent research on 
the use of AI in healthcare applications suggests that AI can find patterns and 
correlations in large data sets better and faster than humans can and have the potential 
to make predictions from those patterns; such findings could prove relevant in the 
recruiting space as well (Roa & Biller-Andorno, 2023). This information may prove 
especially beneficial at aggregated levels to identify trends. However, consideration 
should be given to validating the information before basing actions on predictions; 
humans’ critical thinking skills are paramount in validating AI-generated information 
and filtering out fallacies (Hurlburt, 2024). 

Some applicant tracking systems (ATS) do not yet integrate seamlessly with AI tools, so 
the additional cost of adding AI solutions prevents some organizations from 
implementing such programs (J. Hill, personal communication, September 16, 2024). 
Other recruiters have experimented with AI in enhancing job descriptions or building 
interview questions but have observed lackluster results so far (M. Edge, personal 
communication, September 16, 2024). Ultimately, the hope is for AI tools to make the 
recruiting process more streamlined and efficient, but that goal will only become reality 
when the tool verifiably improves workflow time while providing ethical, reliable, and 
transparent outputs (Kochan, 2021). 

One approach to controlling AI algorithms includes locking them rather than 
permitting AI to continuously learn (Youssef et al., 2023). Locked algorithms can be 
vetted for ethical and quality outputs. However, adding updated information into 
locked algorithms negates the previously vetted versions, necessitating the time and 
effort of completing a new reliability assessment (Roa & Biller-Andorno, 2023; Youssef 
et al., 2023). In an era of informational urgency, one wonders if organizations or their 
workers will tolerate the time required to continually reaffirm locked algorithms 
(Hurlburt, 2024). 

Broader societal expectations have emerged to form a backdrop for organizations’ 
ethical use of AI. For example, the European Union defined seven requirements for 
trustworthy AI systems, including human oversight, non-discrimination, and fairness 
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(European Commission High-Level Expert Group on AI, 2019). President Joseph 
Biden issued Executive Order 14110 in October of 2023 to provide the United States 
government with the responsibility to ensure AI is safely and responsibly used (U.S. 
Department of Labor, 2024). The U.S. Equal Employment Opportunity Commission 
requires the use of AI in hiring decisions to comply with federal civil rights laws and 
provides guidelines on how organizations should monitor AI in recruiting to prevent 
“disproportionately large negative effects” based on protected characteristics (U.S. 
Department of Labor, 2024, Other Federal Agencies, para. 3). AI technology will 
continue to develop rapidly; therefore, societies must revisit the legal expectations 
regularly and provide clear guidelines for users and organizations. 

Recommendation 

Using AI to help write job posts and provide data-driven scans of résumés can reduce 
subjectivity and produce a more diverse candidate pool (Hunkenschroer & Luetge, 
2022). Organizations attempt to reduce subjectivity in the recruiting process, but thus 
far, AI has not proven to be a perfect solution (Dastin, 2018). Technologists who 
understand recruitment bias and work to build nondiscriminatory algorithms could 
build valuable AI tools that enhance recruitment processes (Bird et al., 2020; Kroll et al., 
2017); however, human intelligence will still be needed, and the impacts of AI tools on 
the workforce cannot be overlooked (Kochan, 2021).  

Nobel Prize-winning psychologist Daniel Kahneman’s recruiting process example 
highlighted the importance of human intuition in hiring (Grant, 2023). In a podcast, 
Kahneman explained a study whereby he intentionally delayed the process step where 
intuition was applied; he provided the data and relevant assessments of a candidate 
first and then allowed hiring decision-makers to reflect on that data using their 
intuition, ultimately deciding whether a candidate would be hired The outcome of 
Kahneman’s study showed that when decision-makers consumed the data first and 
then had time to apply their intuition, a technique specifically called “delayed 
intuition,” their judgment call became highly predictive of a great hire.  

Kahneman’s study provided an example of the value that systems and data, as well as 
human intelligence and intuition bring to the recruiting decision-making process 
(Grant, 2023). Adding the topic of AI to this context suggests that a practical approach 
to recruiting may be: (1) AI-driven sourcing and screening, (2) additional data, if 
possible, such as work style tests, (3) the human-to-human interview, and lastly, (4) 
time for the hiring decision-makers to decide through delayed intuition. In that order, 
those steps blend AI and human components so the result should be the best-fit hires. 
AI tools, in this scenario, support and complement the human aspects of recruiting 
rather than replacing them (Lee et al., 2019). 
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At each step in the process, AI interventions should be developed with a focus on 
removing bias and proactively analyzed to ensure that candidate bias, discrimination, 
and other such adverse outcomes are identified and mitigated (Bird et al., 2020). 
Organizations cannot implement AI to gain efficiency in their recruiting processes and 
assume a passive stance on outcomes; instead, both technical and legal experts should 
review recruiting algorithms before use and continually audit the outcomes (Knight, 
2019; Kroll et al., 2017; Lee et al., 2019). Adding in reporting and auditing proves cost-
effective only if AI provides efficiencies and improvements that outweigh the cost of AI 
oversight (Youssef et al., 2023). 

Further Research Considerations 

The ethical and fair use of AI requires intentionality, oversight, and trust from society 
(Bird et al., 2020). AI brings unprecedented opportunities, many of which have the 
potential impact of harming certain person groups. Governance remains vital to ensure 
accountable and socially just use of AI. Further research on how governance should be 
applied merits investigation. Perhaps a new industry will surface for quality, reliability, 
transparency, and ethical checking of AI algorithms and outputs (Koshiyama et al., 
2022). AI possesses no conscience, empathy, or inherent morality, so the onus is on 
society, developers, and users to address the ethical issues AI creates (Hurlburt, 2024). 

Lastly, the responsibility of AI developers and purveyors should be researched and 
defined robustly, with ethics, accountability, transparency, and bias mitigation as 
critical factors. “A massive investment in continuous (life-long learning) education and 
training” will be required to equip technical developers and workforce users (Kochan, 
2021, p. 20). Accountability only works well if the developers and users understand the 
AI tools’ ethical considerations and potential impacts. Therefore, upskilling purveyors 
and users of AI holds critical importance, and as the technology accelerates at 
unprecedented rates, ongoing learning will become instrumental to organizations’ 
successful use of AI (Hurlburt, 2024). 
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