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Abstract. This paper addresses the issue of how personality recognition
can be helpful for sentiment analysis. We exploited the corpus for senti-
ment analysis released for the SEMEVAL 2013, we automatically anno-
tated personality labels by means of an unsupervised system for person-
ality recognition. We validated the automatic annotation on a small set
of Twitter users, whose personality types have been collected by means of
an online test. Results show that hashtag position and conscientiousness
are the best predictors of sentiment in Twitter.
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1 Introduction and Background

In psychology, personality is seen as an affect processing system [1] that charac-
terise a unique individual [11], while sentiment analysis is a NLP task for tracking
the mood of the public about products or topics [21]. Since psychologists suggest
that personality is related to some aspects of mood [2], we expect that person-
ality traits would help in a sentiment analysis task. In this paper, we exploit the
correlations between language and personality provided by Golbeck et al. 2011
[6] and Quercia et al. 2011 [18] to predict personality labels in a Twitter dataset
for sentiment analysis [23]. We use a system for personality recognition [4] to
annotate personaliy labels in Twitter. Our goal is to test whether personality
types can be good predictors of sentiment polarity.

The paper is structured as follows: in subsection 1.1 we introduce related
work, in section 2 we present the dataset and describe the method used for
the annotation with personality labels. In section 3 we report the results of our
experiments and we draw some conclusions.

1.1 Related Work

In the last decade sentiment analysis and opinion mining strongly attracted the
attention of the scientific community, and Twitter is a microblogging website
that has been considered a very rich source of data for opinion mining and senti-
ment analysis [15]. Anyway, it is very challenging to extract linguisitc information



from Twitter [12]. The 140 character limitations of tweets led to a sentence-level
sentiment analysis. Kouloumpis et al. 2011 [10] has shown that in the microblog-
ging domain, common tools for NLP may not be as useful sentiment clues as
the presence of intensifiers, emoticons, abbreviations and hashtags. Given these
results, rencently, more and more attention is given to the wide variety of user
defined hashtags [9], [22]. The uniqueness of microblogging genre also led re-
searchers to design NLP tools that make use of any number of domain-specific
features including abbreviations, hashtags, emoticons and symbols [7], [14].

Personality recognition [11], [4] is a computational task that consists in the
automatic classification of authors’ personality traits from pieces of text they
wrote. Most scholars use the Big5 model [5]. This model describes personal-
ity along five traits formalized as bipolar scales: extroversion (sociable or shy),
neuroticism (calm or neurotic), Agreeableness (friendly or uncooperative), con-
scientiousness (organized or careless) and openness to experience (insightful or
unimaginative).

The first applications in this field were on offline essays texts [11] and on
blogs [13]. In recent years the interest of the scientific community towards the
application of personality recognition in social networks, including Twitter [18],
[6]. In particular, they extracted correlations between language and personality
traits from Twitter, that we exploted for the annotation of the data.

2 Dataset, Annotation and Experiments

2.1 Data

We used the dataset released by Wilson et al. 2013 for the SemEval-2013 task
B1. The purpose of this task is to classify whether a tweet is of positive, negative,
or neutral. Gold standard sentiment labels are provided with data. The dataset
consists of Twitter status IDs, and the task organizers provided a python script
that downloads the data, if available. The final data includes the following infor-
mation: tweet ID; user ID; topic; sentiment polarity; tweet text. We downloaded
and cleaned the data, removing not available tweets. Data is splitted in training
and test set, details are reported in Table 1. For each user in the dataset we have

set instances missing total

training 5747 495 5252
test 687 123 564

Table 1. Summary of the dataset

just one text, that is not enough for the personality recognition. In order to get
more tweets, we exploited user IDs and automatically collected all the tweets we
found in their page. We collected an average of 12 tweets per user.
1 http://www.cs.york.ac.uk/semeval-2013/task2/



2.2 Annotation of Personality Types

For the annotation of personality labels in the dataset, we exploited the system
described in [3] and [4]. It is an unsupervised instance-based personality recogni-
tion system. Given as input a set of correlations between language cues and big5
personality traits, and a set of users and their texts, the system generates per-
sonality labels for each user, adapting the correlations to the data at hand. We

feature ext. agr. con. neu. ope.

future .227 -.100 -.286* .118 .142
you .068 .364* .252* -.212 -.020
article -.039 -.139 -.071 -.154 .396*
negate -.020 .048 -.374* .081 .040
family .338* .020 -.126 .096 .215
humans .204 -.011 .055 -.113 .251*
sad .154 -.203 -.253* .230 -.111
cause .224 -.258* -.155 -.004 .264*
certain .112 -.117 -.069 -.074 .347*
hear .042 -.041 .014 .335* -.084
feel .097 -.127 -.236* .244* .005
body .031 .083 -.079 .122 -.299*
achive -.005 -.240* -.198 -.070 .008
religion -.152 -.151 -.025 .383* -.073
death -.001 .064 -.332* -.054 .120
filler .099 -.186 -.272* .080 .120
! marks -.021 -.025 .260* .317* -.295*
parentheses -.254* -.048 -.084 .133 -.302*
? marks .263* -.050 .024 .153 -.114
words .285* -.065 -.144 .031 .200
followers .15* .02 .10 -.19* .05
following .13* .07 .08 -.17* .05

Table 2. Feature and Correlation set. *=p-value above .05

exploited the correlations between tweets and personality traits taken from [18]
and [6]. We used only the correlations with p-value above .05, reported in Ta-
ble 2. These correlations, that represent the initial model for the unsupervised
system, include language-independent features, such as punctuation, Twitter-
specific features, such as following and followers count, and features from LIWC
[17], [20].

The outputs of the system are: one personality label for each user and the
input text annotated. Labels are formalized as 5-characters strings, each one
representing one trait of the Big5. Each character in the string can take 3 possi-
ble values: positive pole of the scale (y), negative pole (n) and missing/balanced
(o). For example the label “ynooy” stands for an extrovert, neurotic and open
mindend person. The annotation is a classificaiton task with 3 target classes.



The pipeline of the personality recognition system, depicted in Figure 1,
has three phases: preprocessing, procesing and evaluation. In the preprocessing
phase, the system samples 20% of the input unlabeled data, computing the av-
erage distribution of each feature of the correlation set, then assigns personality
labels to the sampled data according to the correlations.

In the processing phase, the system generates one personality label for each

Fig. 1. System pipeline.

text in the dataset, mapping the features in the correlation set to specific per-
sonality trait poles, according to the correlations. Instances are compared to
the distribution of features sampled during the preprocessing phase and filtered
accordingly. Only features occurring more than the average are mapped to per-
sonality traits. For example a text containing more exclamation marks than av-
erage will fire positive correlations with conscientiousness and neuroticism and
a negative correlation with openness to experience (see Table 2).

The system keeps track of the firing rate of each single feature/correlation
and computes personality scores for each trait, mapping positive scores into “y”,
negative scores into “n” and missing or balanced values into “o” labels.



In the evaluation phase, the system compares all the personality labels gen-
erated for each single tweet of each user and retrieves one generalized label per
user by computing the majority class for each trait. This is why the system can
evaluate personality only for users that have at least two tweets, the other ones
are discarded. In the evaluation phase the system computes average confidence
and variability. Average Confidence is defined as the coverage of the majority
class of the personality trait over the count of all the user’s texts and gives
a measure of the robustness of the personality hypothesis. Variability instead
provides information about how much one author tends to write expressing the
same personality traits in all the texts. It is defined as var = avg conf

T , where T
is the the count of all the user’s texts.

2.3 Validation of Personality Labels

In order to validate the annotation of the data, we developed a website2 with
a short version of the Big5 test, the BFI-10 [19]. We collected a gold-standard
test set, with the personality scores of 20 Twitter users, their tweets and data.
We computed random and majority baselines with 3 target classes (y, n, o), and
then ran the system on the gold-standard test set. Results, reported in Table

P R F1

random 0.359 0.447 0.392
majority 0.39 1 0.455

extroversion 0.595 1 0.746
neuroticism 0.595 1 0.746
agreeableness 0.371 0.5 0.426
conscientiousness 0.621 0.693 0.655
openness 0.606 0.833 0.702

avg. 0.558 0.805 0.655

Table 3. Results of the validation.

3, show that the average f-measure is in line with the results reported in [4].
Conscientiousness and openness to experience are the best predicted traits, in
particular, conscientiousness has the highest precision. Agreeableness instead has
a poor performance: we explain this with the fact that it is the trait for which
we have fewer features.

2.4 Experiments and Discussion

We ran two different binary classification tasks, task A: subjectivity detection,
and task B: sentiment polarity classification. The former is the task of distin-
guishing between neutral texts and texts containing sentiment, the latter is the
classical opinion mining classification between positive and negative. As fea-
2 http://personality.altervista.org/p.php



task A task B

pronouns verbs
proper names hashtag final
verbs hashtag initial
adjectives tweets
adverbs conscientiousness
interjections
mentions
urls
emoticons
numbers
hashtag final

Table 4. Feature selection

tures, we used the five personality traits, Twitter statistics (followers, following,
tweets), emoticons (positive/negative), hashtag position (hashtag initial, hastag
final) and Twitter Part-Of-Speech tags obtained buy means of a part-of-speech
tagger designed for Twitter [7], [14].

As first experiment we ran feature selection in Weka [24], removing topics
and using the correlation-based subset evaluation algorithm [8] with a greedy-
stepwise feature space search. This algorithm evaluates the worth of a subset of
attributes by considering the individual predictive ability of each feature along
with the degree of redundancy between them. Results are reported in Table 4:
We see that hashtag position is very helpful while the only personality trait
which is a good predictor of sentiment is conscientiousness. We ran a classifi-

algorithm task A (f1) task B (f1)

bl (zero rule) 0.467 0.55
trees 0.619 0.571
bayes 0.663 0.598
svm 0.632 0.555
ripper 0.629 0.612

Table 5. Classification performance

cation experiment, reported in Table 5, where we predicted the target classes
using the features selected in the feature selection phase. Taking the majority
baseline (zero rule), we observe that the best improvement over the baseline has
been achieved in task A (distinction between neutral/subjective), while task B
(positive/negative) has a very small improvement.



3 Conclusions and Future Work

In this paper we attempted to exploit personality traits, and few other linguistic
cues, including hashtags, to predict subjectivity and sentiment polarity in Twit-
ter. The best performing team at the Semeval 2013 achieved an f1 of .889 for
task A and of .69 for task B. While our results are far from the best one in task
A, it is in line with the results of the shared task for task B. It is interesting the
fact that conscientiousness is one of the features we exploited for task B.

The performance of the personality recognition system is far from perfect,
but still we successfully exploited one specific trait of personality to classify sen-
timent. In the future we wish to improve the performance personality recognition
system, adding more correlations, and to extend the exploitation of personality
and hashtags to other domains, such as irony detection.
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