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Abstract

This paper describes the WebCLEF 2007 task. The task definition—which goes beyond
traditional navigational queries and is concerned with undirected information search
goals—combines insights gained at previous editions of WebCLEF and of the WiQA
pilot that was run at CLEF 2006. We detail the task, the assessment procedure and
the results achieved by the participants.

The WebCLEF 2007 task combines insights gained from previous editions of WebCLEF 2005–
2006 [6, 1] and the WiQA 2006 pilot [4, 3], and goes beyond the navigational queries considered
at WebCLEF 2005 and 2006. At WebCLEF 2007 we consider so-called undirected informational
search goals [5] in a web setting: “I want to learn anything/everything about my topic.” A query
for topic X might be interpreted as “Tell me about X.”

In the remainder of the paper we detail the task, the assessment procedure and the results
achieved by the participants.

1 Task description

As key starting points for defining the WebCLEF task we took several issues into account. First,
the task should correspond as close as possible to some real-world information need with a clear
definition of a user. Second, multi- and cross-linguality should be natural (or even essential) for
the task in the CLEF setting. Next, the collection(s) used in the task should be a natural source
of choice for the user’s information need. Then, collections, topics and assessors’ judgements,
resulting from the task should be re-usable in future. Finally, the task should be challenging for
the state-of-the-art IR and NLP technology.

1.1 Task model

Our hypothetical user is a knowledgable person, perhaps even an an expert, writing a survey
article on a specific topic with a clear goal and audience, for example, a Wikipedia article, or a
state of the art survey, or an article in a scientific journal. She needs to locate items of information
to be included in the article and wants to use an automatic system to help with this. The user
does not have immediate access to offline libraries and only uses online sources.

The user formulates her information need (the topic) by specifying:

• a short topic title (e.g., the title of the survey article),

• a free text description of the goals and the intended audience of the article,

• a list of languages in which the user is willing to accept the found information,

• an optional list of known sources: online resources (URLs of web pages) that the user
considers to be relevant to the topic and information from which might already have been
included in the article, and



• an optional list of Google retrieval queries that can be used to locate the relevant information;
the queries may use site restrictions (see examples below) to express the user’s preferences.

Here’s an example of an information need:

• topic title: Significance testing

• description: I want to write a survey (about 10 screen pages) for undergraduate students on
statistical significance testing, with an overview of the ideas, common methods and critiques.
I will assume some basic knowledge of statistics.

• language(s): English

• known source(s): http://en.wikipedia.org/wiki/Statistical_hypothesis_testing ;
http://en.wikipedia.org/wiki/Statistical_significance

• retrieval queries: significance testing; site:mathworld.wolfram.com significance testing; sig-
nificance testing pdf; significance testing site:en.wikipedia.org

Defined in this way, the task model corresponds to addressing undirected informational search
goals, that are reported to account for over 23% of web queries [5].

Each participating team was asked to develop several topics and subsequently assess responses
of all participating systems for the created topics and

1.2 Data collection

In order to keep the idealized task as close as possible to the real-world scenario (i.e., there are
many relevant documents) but still tractable (i.e., the size of the collection is manageable), our
collection is defined per topic. Specifically, for each topic, the subcollection for the topic contains
the following set of documents along with their URLs:

• all “known” sources specified for the topic;

• the top 1000 (or less, depending at the actual availability) hits from Google for each of the
retrieval queries specified in the topic, or for the topic title if the queries are not specified;

• for each online document included in the collection, its URL, the original content retrieved
from the URL and the plain text conversion of the content are provided. The plain text
conversion is only available for HTML, PDF and Postscript documents. For each document,
the subcollection also provides its origin: which query or queries were used to locate it and
at which rank(s) in the Google result list it was found.

1.3 System response

For each topic description, a response of an automatic system consists of a ranked list of plain
text snippets extracted from the sub-collection of the topic. Each snippet should indicate what
document of the sub-collection it comes from.

2 Assessment

In order to comply with the task model, the manual assessment of the responses of the systems
was done by the topic creators. The assessment procedure was somewhat similar to assessing
answers to OTHER questions at TREC 2006 Question Answering task [8].

The assessment was to be blind. For a given topic, all responses of all system were pooled into
anonymized sequence of text segments. To limit the amount of required assessments, for each topic
only first 7,000 characters of each response were included (according to the ranking of the snippets
in the response). The cut-off point 7,000 was chosen so that for at least half of the submitted runs



Figure 1: A screenshot of the WebCLEF 2007 assessment interface: the topic definition (top),
responses of the systems with annotated character spans (left), list of nuggets created by an
assessor (right).

the length of the responses was at least 7,000 for all topics. For the pool created in this way for
each topic, the assessor was asked to make a list of nuggets, atomic facts, that, according to the
assessor, should be included in the article for the topic. A nugget may be to character spans in
the responses, so that all spans linked to one nugget express this atomic fact. Different character
spans in one snippet in the response may be linked to more than one nugget. The assessors used
a GUI to mark character spans in the responses and link each span to the nugget it expresses (if
any). Assessors could also mark character spans as “known” if they expressed fact relevant for
the topic but alredy present in one of the known sources.

Figure 1 shows the assessment interface for the topic “iPhone opinions”. Snippets (left bottom
of the figure) are separated by grey horisontal lines. Note that only part of the first snippet is
marked as relevant and the second snippet contain two marked spans that are linked to distinct
nuggets. This example illustrates the many-to-many relation between nuggets and character spans
in the response.

Similar to INEX [2] and to some tasks at TREC (i.e., the 2006 Expert Finding task [7])
assessment was carried out by the topic developer, i.e., by the participants themselves.

Table 1 gives the statistics for the 30 test topics and for the assessments of the topics.1

3 Evaluation measures

The evaluation measures for the task are based on standard precision and recall. For a given
response R (a ranked list of text snippets) of a system S for a topic T we define:

1Full definition of the test topics is available from http://ilps.science.uva.nl/WebCLEF/WebCLEF2007/Topics.
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Table 1: Statistics for WebCLEF 2007 topics and assessments. For each topic we show: topic
id and title, author/assessor (anonymized), accepted languages, the number of “known” sources
(web pages), the total number of snippets assessed from all submissions, the total number of spans
marked as “known”, the total number of spans attached to one of the nuggets, and the total length
(the number of characters) in these spans.



Participant Run
Average
snippet
length

Average
snippets
per topic

Average
response
length
per topic

Baseline Google snippets 145 898 131041
School of Computing, DCU run1 simple 118 30 3552
Dublin City University DCU run2 parsed 137 27 3770

DCU run2 topfilter 112 29 3346
Faculty of Computer Science, UIWC07odwgstr 151 10 1522
University of Indonesia UIWC07uw10 155 10 1559

UIWC07wstr 152 10 1530
REINA Research Group, USAL reina0.25 833 50 41680
University of Salamanca USAL reina0 832 50 41658

USAL reina1 833 50 41708
ISLA, UVA par vs 254 29 7420
University of Amsterdam UVA par wo 277 25 7158

UVA sent wo 214 33 7225

Table 2: Simple statistics for the baseline (Google snippets) and the 12 submitted runs.

• recall as the sum of character lenghts of all spans in R linked to nuggets, divided by the
total sum of span lengths in the responses for T in all submitted runs.

• precision as the number of characters that belong to at least one span linked to a nugget,
divided by the total character length of the system’s response.

Note that the evaluation measures described above differ slightly from the measures originally
proposed in the task description. 2 The original measures were based on the fact that spans are
linked to nuggets by assessors: as described in section 2, different spans linked to one nugget are
assumed to bear approximately the same factual content. Then, in addition to character-based
measures above, a nugget-based recall can be defined based on the number of nuggets (rather than
lengths of character spans) found by a system. However, an analysis of the assessments showed
that some assessors used nuggets in a way not intended by the assessment guidelines: namely, to
group related rather than synonymous character spans. We believe that this misinterpretation
of the assessment guidelines indicates that the guidelines are overly complicated and need to be
simplified in future edition of the task. As a consequence, we did not use nugget-based measures
for evaluation.

4 Runs

In total, 12 runs were submitted from 4 research groups. To provide a baseline for the task, we
created an artificial run: for each topic, a response of the baseline was created as the ranked
list of at most 1000 snippets provided by Google in response to retrieval queries from the topic
definition. Note that the Google web search engine was designed for a task very different from
WebCLEF 2007 (namely, for the task of web page finding), and therefore the evaluation results of
our baseline can in no way be interpreted as an indication of Google’s performance.

Table 2 shows the submitted runs with the basic statistics: the average length (the number of
bytes) of the snippets in the run, the averate number of snippets in the response for one topic,
and the average total length of response per topic.

2See http://ilps.science.uva.nl/WebCLEF/WebCLEF2007/Tasks/\#Evaluation_measures.



Run @ 1,500 bytes @ 3,500 bytes @ 7,000 bytes
P R P R P R

Google snippets 0.13 0.3 0.11 0.07 0.08 0.11
DCU run1 simple 0.07 0.02 0.08 0.05 – –
DCU run2 parsed 0.10 0.03 0.10 0.06 – –
DCU run2 topfilter 0.08 0.02 0.08 0.04 – –
UIWC07odwgstr 0.11 0.03 – – – –
UIWC07uw10 0.09 0.02 – – – –
UIWC07wstr 0.11 0.03 – – – –
USAL reina0.25 0.11 0.03 0.14 0.09 0.16 0.20
USAL reina0 0.11 0.03 0.13 0.08 0.14 0.18
USAL reina1 0.11 0.03 0.14 0.09 0.16 0.21
UVA par vs 0.19 0.05 0.20 0.13 0.20 0.26
UVA par wo 0.15 0.04 0.20 0.13 0.20 0.25
UVA sent wo 0.10 0.03 0.09 0.06 0.09 0.11

Table 3: Evaluation results for the baseline (Google snippets) and the 12 submitted runs calculated
at cut-off points 1,500, 3,500 and 7,000 bytes for a response for one topic.

5 Results

Table 3 shows the evaluation results for the baseline and the submitted runs: precision and recall at
three different cut-off points. Since the sizes of the submitted runs varied substantially (Table 2),
the cut-off points were chosen to enable comparison across runs.

Table 3 indicates that most runs outperform the baseline, or show a similar performance. Two
of the runs (UVA par vs and UVA par wo) show the best performance for all cut-off points. Two
other runs (USAL reina0.25 and USAL reina1 ) show a comparable performance. We will provide
a more detailed per-topic analysis and significance testing results by the time of the workshop.

One unexpected phenomenon is that for all runs (except the baseline) the precision grows as
the cut-off point increases. This might indicate that although systems manage to find relevant
information snippets in the collection, the ranking of the found snippets is far from optimal. This
issue, however, also needs a detailed analysis.

6 Conclusions

We described WebCLEF 2007. This was the first year in which a new task was being assessed, one
aimed at undirected information search goals. While the number of participants was limited, we
believe the track was a success, as most submitted runs outperformed the Google-based baseline.
For the best runs, in top 7,000 bytes per topic about 1/5 of the text was found relevant and
important by the assessors.

The WebCLEF 2007 evaluation also raised several important issues. The task definition did
not specify the exact size of a system’s response for a topic, which has make a comparison across
systems problematic. Furthermore, assessor’s guidelines appeared to be overly complicated: not
all assessors used nuggets as was intented by the organizers.

Our plans for future work include a detailed per-topic analysis of runs and a study of re-usability
of the results of the assessments for improving the systems.
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