
DEU at ImageCLEFmed 2009: EvaluatingRe-Ranking and Integrated Retrieval ModelTolga BERBER, Adil ALPKOÇAKDokuz Eylul University, Department of Computer Engineering{tberber,alpkocak}@cs.deu.edu.trAbstractThis paper presents DEU team participation in imageCLEF2009med. Main goal of ourparticipation is to evaluate two di�erent approaches: First, a new re-ranking methodwhich aims to model information system behaviour depending on several aspects ofboth documents and query. Secondly, we compare a new retrieval approach whichintegrates textual and visual contents into one single model. Initially we extract textualfeatures of all documents using standard vector space model and assume as a baseline.Then this baseline is combined with re-ranking and integrated retrieval model. Re-ranking approach is trained using ImageCLEFmed 2008 ground truth data. However,re-ranking approach did not produced satisfactory results. On the other hand, ourintegrated retrieval model resulted top rank among all submissions in automatic mixedruns.Categories and Subject DescriptorsH.3 [Information Storage and Retrieval]: H.3.1 Content Analysis and Indexing; H.3.3 Infor-mation Search and Retrieval; H.3.7 Digital LibrariesGeneral TermsInformation Retrieval, Re-Ranking, Content-Based Image RetrievalKeywordsRe-Ranking, Information Retrieval, Machine Learning, Content-Based Image Retrieval, Image-CLEF Medical Retrieval Task.1 IntroductionThis paper describes our work on medical retrieval task of ImageCLEF 2009 track. The main goalof our participation is to evaluate two new approaches; one of them is a new re-ranking approachand other one is a new integrated retrieval model which integrates both textual and visual contentsinto one single model.Proposed re-ranking method considers several aspects of both document and query (e.g. degreeof query/document generality, document/query length etc.) in re-ranking. System learns to re-rank of initially retrieved documents, using all these features. System is trained with groundtruth data of imageCLEFmed 2008. Second approach we present is an integrated retrieval systemwhich extends textual document vectors with visual terms. The method aims to close well-knownsemantic gap problem in content-based image retrieval by mapping low-level image features tohigh level semantics. Moreover, this combination of textual and visual modality into one also



helps to query a textual database with visual content or, visual database with textual content.Consequently, images could be de�ned semantic concepts instead of low-level features.Rest of this paper is organized as follows. In Section 2, our retrieval framework is described.Section 3 gives results of both methods on imageCLEFmed 2009 dataset. Finally, Section 4concludes the paper and gives a look at future work.2 Retrieval FrameworkOur retrieval framework contains two new methods based on classical vector space model (VSM).InVSM a document is represented as a vector of terms. Hence, a document repository, D, becomesa sparse matrix whose rows are document vectors, columns are term vectors.
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(1)where wij is the weight of term j in document i, n is term count, m is document count. Literatureproposes a plenty number of weighting schemes. We used pivoted unique term weighting scheme[4]. In general, de�nition of term weighting scheme is shown below.
wij = LijGiNj (2)where wij is term weight, Lij is local weight for term i in document j, Gi is the global term weightfor term i in whole document collection and Nj is the normalization factor for document j. Inclassical tf*idf weighting scheme, Nj is always 1. Actually, this assumption is not the best casefor all situations. So, in our work we prefer to use pivoted unique term weighting scheme.
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(3)where dtf is the number of the times term appear in document, sumdtf is sum of log(dtf)+ 1 fordocument, N is the total number of documents, nf is number of terms containing the term and

U is the number of unique terms in the document [1].2.1 Re-Ranking ApproachAfter generating initial results, re-ranking phase re-orders initially generated results to obtain highprecision at top ranks. Re-ranking phase includes training. So, it �rst requires to extract featuresfrom both documents and query [2]. Table 1 has a list of used features in two groups.We evaluated some machine learning algorithms to use in training phase. Table 2 shows resultsof 10-fold cross-validation of each method. Because C4.5 Decision tree generation algorithm shownbest performance among the other methods, we chosen to use C4.5 in training phase [3]. After all,new ranks, Rnew, of all documents in the initial results is recalculated using following formula:
Rnew =

{

� + �Rinitial ; if document is relevant
Rinitial ; if document is not relevant (4)where � and � are shift and bias factors; Rinitial and Rnew are initial and newly calculated ranksof the documents, respectively.



Textual FeaturesFeature Name Scope Feature De�nitionNumber of Matched Terms Document ∑

t∈d∩q 1Number of Bi-Word Matches Document ∑

ti,tj∈d∩q 1, i ∕= j, j = i− 1Term Count Document ∑
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t∈q 1Generality Document ∑

t∈d idf(t)Generality Query ∑

t∈q idf(t)Depth of Indexing Document ∑

t′∈d′ 1, d′ unique terms of dRelevance Score Document d⃗ ⋅ q⃗Initial Rank Document -Visual FeaturesFeature Name Scope Feature De�nitionGrayscaleness Document P (G)Avg. Grayscaleness Query 1
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P (G)Color Amount Document P (C)Avg. Color Amount Query 1

Ni
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i=1
P (C)Table 1: Features used to re-rank documents, where d is term set of document, q is term set ofthe query, P (G) is probability of being grayscale image, P (C) is probability of being color image.Method Class TP (%) FP (%) Precision Recall F ROCC4.5 Not Rel. 0,969 0,575 0,916 0,969 0,942 0,836Relevants 0,425 0,031 0,678 0,425 0,523 0,836Total 0,896 0,502 0,885 0,896 0,886 0,836Neural Network Not Relevants 0,982 0,807 0,888 0,982 0,933 0,794Relevants 0,193 0,018 0,624 0,193 0,295 0,794Total 0,877 0,702 0,853 0,877 0,847 0,794Naive Bayes Not Relevants 0,960 0,810 0,885 0,960 0,921 0,674Relevants 0,190 0,040 0,421 0,190 0,262 0,674Total 0,857 0,708 0,823 0,857 0,833 0,674Table 2: Results of 10-fold Cross-Validation for Machine Learning Algorithms.2.2 Integrated Retrieval ModelOur second approach focuses on closing semantic gap problem of content-based image retrieval.Our approach aims to integrate both textual and visual contents in same space. System proposesa modi�cation on D matrix (Eq. 1) by adding visual terms representing visual contents. Formally,document-term matrix becomes as follows:
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(5)where iij is the weight of image term j in document i, k is the number of visual terms. Visualand textual features are normalized independently. In sum, Integrated Retrieval Model (IRM)combines visual features to traditional text-based VSM. Initially, we chosen to use two simplevisual terms which aim to model color information of the whole image. In Algorithm 1 extractionof one term is given. Algorithm counts pixels that has same pixel value in each color channel. This



visual term determines what amount of image is grayscale. Second visual term is the complementof grayscaleness term. In other words, second visual term determines what amount of image iscoloured.Algorithm 1: Grayscaleness Extraction AlgorithmInput : Image PixelsOutput: Probability of being grayscalebegin1
count← 02
cℎannelcount← Channel count of Image3 if channelcount=1 then4 return 1.05 end6 if channelcount=3 then7 for i = 1 to image height do8 for j = 1 to image width do9 if (Image(i, j, 0) = Image(i, j, 1)) ∧ (Image(i, j, 1) = Image(i, j, 2)) then10

count← count+ 111 end12 end13 end14 end15 return count/totalpixelcount16 end173 ExperimentationIn this section, we describe experimentations performed in ImageCLEFmed 2009. Our experi-mentations can be classi�ed into two groups. The �rst one is about re-ranking and second one isabout IRM. Before going further, we performed a preprocessing in all 74902 documents includingcombination of title and captions. First, all documents were converted to lower-case to achieveuniformity. Numbers in the documents are not removed. However, some punctuation characterslike dash(-) and apostrophe(') is removed, others like comma(,), slash(/) is replaced with a space.For example, dash(-) character is removed because of the importance of terms like x-ray, T3-MRetc. We chosen words surrounded by spaces as index terms. Finally we had 33613 index terms.These index terms are normalized as described in Eq. 3. We evaluated performance of this baselinemethod and Figure 2 shows results of this run.Experimentations of Re-Ranking method includes training phase where we use imageCLEFmed2008 data. Training data contains titles and �gure captions of approximately 67000 images inmedical articles. Number of index terms is 30343 and same term generation technique with baselinemethod is used. ImageCLEFmed 2008 dataset also contains 30 queries and their relevance data.These 30 queries categorized under 3 groups; visual queries which results will be better by usingvisual content, mixed queries which are prepared to test performance of mixed retrieval systemsand textual queries which targets to textual retrieval systems. Experimentation results of ourre-ranking approach on both base-line and IRM on imgeCLEFmed 2008 data is given in Table3 and Table 4 respectively. According to imageCLEFmed 2008 results our re-ranking approachboosts performance of both methods. However, results of imageCLEFmed 2009 did not show sameimpact. According to Table 5, proposed re-ranking technique reduces system performance about6 %. Reason of this loss lies in the di�erence between training and evaluation datasets. Sincewe used ground truth data of imageCLEFmed 2008 data, system learns relevance information ofimageCLEFmed 2008 dataset only.



Query Type MAP P@5 P@10 P@20 P@100 P@500 P@1000 bprefBase Line Visual 0.197 0.320 0.290 0.235 0.142 0.089 0.058 0.278Mixed 0.113 0.280 0.240 0.220 0.188 0.082 0.051 0.200Textual 0.291 0.340 0.300 0.290 0.208 0.092 0.055 0.385Avg. 0.200 0.313 0.277 0.248 0.179 0.088 0.055 0.288Re-Rank Visual 0.248 0.420 0.420 0.370 0.211 0.107 0.061 0.368Mixed 0.139 0.440 0.410 0.360 0.219 0.089 0.055 0.263Textual 0.324 0.560 0.460 0.430 0.228 0.093 0.057 0.425Avg. 0.237 0.473 0.430 0.387 0.219 0.096 0.058 0.352Table 3: Performance of Our Re-Ranking Approach on Base-Line approach using ImageCLEFmed2008 data.Integrated retrieval model experimentation needs image features to be extracted �rst. Asmentioned before, we used simple grayscaleness feature. Table 4 presents results of our integratedmodel on ImageCLEFmed 2008 dataset. Whereas our model shows similar performance withbaseline method on visual queries, it shows better performance on other two query types. Resultsof our integrated model can be improved by using re-ranking algorithm and combination of twomethods shows the best performance in all measures.Query Type MAP P@5 P@10 P@20 P@100 P@500 P@1000 bprefI-VSM Visual 0.190 0.280 0.290 0.240 0.145 0.076 0.051 0.268Mixed 0.130 0.360 0.320 0.290 0.200 0.088 0.054 0.216Textual 0.312 0.380 0.320 0.365 0.240 0.096 0.059 0.423Avg. 0.211 0.340 0.310 0.298 0.195 0.087 0.054 0.303Re-Rank Visual 0.259 0.400 0.390 0.365 0.221 0.117 0.068 0.397Mixed 0.160 0.480 0.420 0.390 0.248 0.095 0.059 0.351Textual 0.384 0.620 0.550 0.540 0.265 0.098 0.060 0.528Avg. 0.268 0.500 0.453 0.432 0.245 0.103 0.062 0.425Table 4: Performance of Our Mixed Retrieval System and Re-Ranking on Our Mixed RetrievalSystem using ImageCLEFmed 2008 data.In meaning of precision our methods outperforms baseline. In Figure 1 performance of allevaluated methods based on recall-precision scale in imageCLEF2008med dataset is given. Ac-cording to the �gure, our re-ranking method increases recall levels when it is applied to both of theapproaches, base-line and integrated retrieval. Since results of integrated retrieval model is betterthan baseline method, Re-Ranking performance of mixed retrieval shows the best recall levels inall cases.We participated ImageCLEFmed 2009 with 5 o�cial and we evaluated our re-ranking approachon IRM run uno�cially. In Table 5, performance of all our methods is given on ImageCLEFmed2009 dataset. Our Integrated VSM approach shows best performance in all measures amongothers. Only Re-Ranked results of IRM run shows same performance at P@5 scale. Since simplefeature is used as a visual term, performance of the approach will be expected to improve withnew features. As mentioned before our re-ranking approach reduces system performance accordingto the ImageCLEFmed 2009 results. In Figure 2 Precision and recall graph of all our methodsis given. According to the �gure our IRM outperforms all of our runs in means of recall at allprecision levels.Our Integrated VSM approach has best scores in automatic mixed retrieval area of the Image-CLEFmed 2009 results. In Table 6 o�cial results of automatic mixed retrieval area is given. OurIntegreated VSM technique has the highest MAP score of Mixed Automatic runs.



Figure 1: Precision-Recall Graph of All Methods on ImageCLEFmed 2008 Dataset.
Run Identi�er NumRel RelRet MAP P@5 P@10 P@30 P@100deu_traditionalVSM 2362 1620 0.310 0.608 0.528 0.451 0.296deu_traditionalVSM_rerank 2362 1615 0.286 0.592 0.508 0.457 0.294deu_baseline 2362 1742 0.339 0.584 0.520 0.448 0.303deu_baseline_rerank 2362 1570 0.282 0.592 0.516 0.417 0.271deu_IRM 2362 1754 0.368 0.632 0.544 0.483 0.324deu_IRM_rerank 2362 1629 0.307 0.632 0.528 0.448 0.272Table 5: Results of Our Methods on ImageCLEFmed 2009 Dataset.
Run Identi�er RelRet MAP P@5 P@10 P@100DEU IRM 1754 0.3682 0.632 0.544 0.3244York University_79_8_1244834388965 1724 0.3586 0.584 0.584 0.3312York University_79_8_1244834655420 1722 0.3544 0.624 0.572 0.3244York University_79_8_1244834554642 1763 0.3516 0.6 0.592 0.3356York University_79_8_1244834740798 1719 0.3375 0.592 0.568 0.308York University_79_8_1244834823312 1757 0.3272 0.592 0.568 0.308medGIFT_77_8_1244842980151 1176 0.29 0.632 0.604 0.2924ITI_26_8_1244811028909 1553 0.2732 0.488 0.52 0.2648University of North Texas_55_8_1244879759190 1659 0.2447 0.456 0.404 0.258medGIFT_77_8_1244752959441 848 0.2097 0.704 0.592 0.2128Table 6: Performance of Top 10 O�cial Runs for Mixed Automatic Retrieval.



Figure 2: Precision-Recall Graph of Top-5 Automatic Mixed Runs of ImageCLEFmed 2009.4 Discussion and Future WorkIn this paper, we summarize our participation to imageCLEFmed task. In this study, we proposeand evaluate two new methods: �rst method is a re-ranking method which considers several aspectsof both document and query such as degree of query/document generality, document/query lengthetc. System learns to re-rank of initially retrieved documents, using all such features. Groundtruth data of imageCLEF 2008 used to train re-ranking system. Second method we present is anintegrated retrieval system which extends textual document vectors with visual terms.Results of ImageCLEFmed 2009 shows that proposed re-ranking approach boosts performanceof information retrieval system if modeled dataset is not subject to change. But proposed techniquecould modi�ed to adopt itself to dataset changes. As a result, we obtain an adaptive re-rankingsystem. On the other hand, experiments on our second proposal that integrates both textual andvisual content ranked �rst among all submissions for mixed automatic runs.In this study we proposed an integrated model that ultimately aims to close semantic gap invisual information retrieval. We used a single visual term, however results are satisfactory. Insum, it is promising that usage of visual term gives better results than most of the textual onlymodels.AcknowledgementsThis work is supported by Turkish National Science Foundation (TÜB�TAK) under project number107E217.References[1] Erica Chisholm and Tamara G. Kolda. New term weighting formulas for the vector spacemethod in information retrieval. Technical report, 1999.
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