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We make decisions in increasingly complex, high-risk, and dynamic environments 
that evolve over time in unpredictable ways, and the options that we have available in 
our daily decisions has exponentially increased. For example, when shopping in a 
store the item diversity on the shelves are large, menus in the restaurants offer large 
variety, books to select from in the bookstore are large, etc. We are living a choice 
explosion era. Even more dramatic is the choice explosion in the cyber-world.  Given 
no physical storage restrictions, the options to choose from in the cyber world is 
immense. More than ever before, these situations challenge our cognitive abilities to 
process information and to make accurate decisions. How do we choose from this 
large diversity of options and how do we decide which ones best match our 
preferences?  In the physical world, we may get advice from people we know: 
experts, friends and family, or we may get help and support from technology such as 
while driving relying on a GPS.  In the cyber world, we now rely on recommender 
systems that help to filter the large amounts of information and to reduce possible 
decision options by predicting preferences of a decision maker and offering best 
possible alternatives. 

Recommender systems vary in their approach and ways in which individual 
preferences are collected and the way in which information and alternatives are 
filtered for particular users. However, ultimately, all recommender systems aim at 
predicting human preferences and choice and the essence of every recommender 
system is the human decision making process. Furthermore, because human 
preferences are not static, recommender algorithms must be dynamic and adaptable to 
changes.  Often preferences are constructed through past experience (choices and 
outcomes observed in the past) and through explicit information provided.  These 
characteristics suggest that human preferences are dynamic and contingent to the 
decision environment.  I suggest that Dynamic Decision Making (DDM) research 
may help to build recommender systems that learn and adapt recommendations 
dynamically and to a particular user’s experience, to maximize benefits and overall 
utility of her choices. I present a conceptual framework for dynamic decision making 
that is different from the traditional view of choice in the behavioral sciences, 
summarize main behavioral results obtained from experimental studies in dynamic 
situations; and summarize a theory and a computational model that has demonstrated 
accuracy in predicting human choice in a large diversity of tasks, which may provide 
an initial departure point for improving recommender algorithms. 



1   Dynamic Decision Making defined 

In contrast to a popular static view of decision making, DDM characterizes choice as 
a closed-loop process representing the interaction between the environment and a 
decision maker (Forrester, 1961; Rapoport, 1975; Sterman, 1989; Gonzalez, 2012, 
2013).  The figure below conceptualizes this idea: A decision maker perceives 
information from the environment and transforms that information to find and create 
alternatives, to build preferences, and to evaluate options that lead to a choice. An 
action is taken which changes the environment, and feedback from the action is 
processed in a way that one may reuse past decisions in future actions (Gonzalez et 
al., 2003; Gonzalez, 2012). 

 
The essential element of DDM is a series of choices taken over time to achieve 

some overall goal. Decision making may be dynamic at different degrees, according 
to additional characteristics such as: 1) choices are interdependent so that later 
decisions are contingent to earlier actions; 2) the environment changes both 
spontaneously and as a consequence of earlier actions; and 3) decisions need to be 
made in real-time (Edwards, 1962; Rapoport, 1975; Brehmer, 1992; Hogarth, 1981; 
Gonzalez et al., 2003; Kerstholt & Raaijmakers, 1997). Under this view, DDM is a 
learning process where alternatives unfold over time, decisions depend on previous 
choices and on external events and conditions, and decisions are made from 
experience and based on feedback. 

2   Main behavioral results from psychological experiments in 
DDM 

Decision making has been studied in complex dynamic environments using 
“microworlds," simulation systems representing a realistic situation and context 
(Brehmer, 1993; Funke, 1988; Omodei, Wearing, McLennan & Hansen, 2001; 
Gonzalez, Vanyukov & Martin, 2005; Frensch & Funke, 1995). Experiments with 



microworlds have identified common human errors committed when working with 
complex tasks (Brehmer & Dorner, 1993; Dorner, 1987), including the processes and 
problems of dealing with feedback delays, types of feedback and feedback specificity 
(Brehmer, 1990; Gonzalez, 2005; Sterman, 1989); time constraints (Kerstholt, 1994; 
Gonzalez, 2004); cognitive workload (Gonzalez, 2005b); and the relationships 
between cognitive abilities and performance (Gonzalez, Thomas & Vanyukov, 2005; 
Rigas, Carling & Brehmer, 2002). Findings suggest that in dynamic situations, 
learning from only outcome feedback is slow and generally ineffective (Gonzalez, 
2005a). Instead, reflecting on an expert's performance improved dynamic decision 
more effectively. Relatedly, we have found that while learning a dynamic resource 
allocation task, one needs to learn slowly and slow learning results in best subsequent 
performance under high-stress and time pressure conditions (Gonzalez, 2005b). A 
similar demonstration showed that individuals who learn under low cognitive 
workload are able to perform more accurately in a transfer task while under high 
workload (Gonzalez, 2004).  Another important insight relates to how to make the 
best use of our tendency to rely on context-specific instances in order to improve 
adaptation to novel situations. Our results suggest that an effective way to do so is 
through instance diversity. The diversity of instances is defined by the attributes in 
each situation. When individuals are trained in multiple, diverse situations (e.g., many 
categories), they have been found to adapt more successfully to novel conditions 
compared to when they are exposed to less diverse conditions (Brunstein & Gonzalez, 
2011; Gonzalez & Madhavan, 2011).  

DDM has also been examined in extreme simplifications of dynamic tasks. For 
example, recent developments in decision sciences provide new insights into our 
understanding of DDM. This is a shift of attention from one-shot decisions in which 
all information is provided to the decision maker (probabilities and outcomes are 
explicit) to repeated decisions in which no information at all is given requiring that 
decisions are made from experience (Hertwig et al., 2004; Barron & Erev, 2003; Erev 
& Barron, 2005; Hertwig & Erev, 2009).  Three main insights have emerged from our 
research in these simplified paradigms.  First, is conditional reinforcement: people 
increasingly select actions that led to best outcomes in similar past experiences 
(Gonzalez & Dutt, 2012; Erev & Barron, 2005); second, reduced exploration: people 
decrease exploration of options over time in consistent environments (Gonzalez & 
Dutt, 2011); third: recommenders may act as distractions for humans’ own 
exploration and search for best value, although they tend to abandon imperfect 
recommenders with practice (Harman, ODonovan, Abdelzaher & Gonzalez, 2014; 
Harman & Gonzalez, in preparation). 

3   Instance-Based Learning Theory and computational models 

Instance-Based Learning Theory (IBLT) was developed to explain human decision 
making behavior in dynamic tasks (Gonzalez et al., 2003). IBLT characterizes 
learning in dynamic tasks by storing "instances" in memory as a result of having 
experienced decision making events. These instances are representations of three 
elements: a situation (S), which is defined by a set of attributes or cues; a decision 



(D), which corresponds to the action taken in situation S; and a utility or value (U), 
which is expected or received for making a decision D in situation S. IBLT proposes a 
generic decision making process through which SDU instances are built, retrieved, 
evaluated, and reinforced (see detailed description of this process in Gonzalez et al., 
2003); with the steps consisting of: recognition (similarity-based retrieval of past 
instances), judgment (evaluation of the expected utility of a decision in a situation 
through experience or heuristics), choice (decision on when to stop information 
search and select the optimal current alternative), execution (implementation of the 
decision selected), and feedback (update of the utility of decision instances according 
to feedback) (see Figure above). The decision process of IBLT is determined by a set 
of learning mechanisms needed at different stages, including: Blending (the 
aggregated weighted value of alternatives involving the instance's utility weighted by 
its probability of retrieval), Necessity (the decision to continue or stop exploration of 
the environment), and Feedback (the selection of instances to be reinforced and the 
proportion by which the utility of these instances is reinforced). To test theories of 
human behavior and IBLT in particular, we use computational models: 
representations of some or all aspects of a theory as it applies to a particular task or 
context. Many IBL models have been developed in a wide variety of dynamic 
decision making tasks including: dynamically-complex tasks (Gonzalez & Lebiere, 
2005; Martin, Gonzalez, & Lebiere, 2004), training paradigms of simple and complex 
tasks (Gonzalez, Best, Healy, Kole, & Bourne, 2011; Gonzalez & Dutt, 2010), simple 
stimulus-response practice and skill acquisition tasks (Dutt, Yamaguchi, Gonzalez, & 
Proctor, 2009), and repeated binary-choice tasks (Lebiere, Gonzalez, & Martin, 2007; 
Lejarraga et al., 2012) among others. A recent IBL model has shown generalization 
across multiple tasks, and accurate predictions of human choice (Gonzalez & Dutt, 
2011; Lejarraga et. al., 2012; Gonzalez, Dutt, & Lejarraga, 2011). Current work 
involves the use of this model to predict the dynamics of trust in recommendations 
which have been found in behavioral studies (Harman et al., 2014). 

4   Conclusion 

In conclusion, dynamic decision making research may help to inform and improve the 
construction of recommender systems that learn and adapt their recommendations 
dynamically, to users’ experience and to maximize benefits and overall utility from 
their choices. 
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