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Abstract

Besides supporting bilateral transactions, entegpinteroperability can
also be applied to coordinate operational proces$estakeholders.
With today’s technology, each of these stakeholdars be equipped
with actuators like applications on smart devicéere applications
support interaction of a user with its environmesmhart devices can
operate as sensors and allow user interaction édlaboration in

complex, self-organizing systems. InteroperabiBtikey in sharing data
in such a dynamic environment. This paper presantinfrastructure
supporting trucking companies, truck drivers arobatainer terminal to
optimize their process by sharing data. Predictidndriving times

towards a container terminal and turnaround timiisbe calculated by
sharing state information and decisions. The papér show how

interactions between stakeholders can be modelégasent findings
from practically applying the solution.

1. Introduction

The development of complex self-organizing systdéras accelerated rapidly over the past decade, iefipen
military systems with autonomous unmanned air aioditgd systems [1] and is identified for smart &itj2]. There
are different definitions of these systems withrredats of self- and context awareness [3] as paditotional
awareness [4]. The objective of these complex Bystis to improve decisions for individual partiaiys and the
predicted impact of each decision [4]. A multi-agplatform with a build in communication layer [B&n represent
these types of systems with different challenges ltlave to be addressed, namely their engineenitagpperability,
and openness. There are different approaches inesmimg multi-agent systems, but these are ndgfaatory [6].
Each agent in a multi-agent system typically intesdy a message based predefined protocol wittr athents, in
contrast to distributed object architectures witBeavice Oriented Architecture (SOA, [7]) appliedfor instance
software engineering [8]. Interoperability in thessstems requires a common semantics expressext mstance an
ontology, although existing ontologies are eithet used, extended and modified, or leave ambigu#ieen when
used with no change, and a protocol specifying iebavior of each component or agent in the sys®@®mn [
Interoperability is a prerequisite for opennessilstiimplementation of common semantics and pratecoequired
to participate in a multi-agent system. Opennesshefe types of systems refers to ‘the ability mfaducing
additional agents of different suppliers into tlystem, and the capability of agents to leave tlstesy and of the
system to cope with such departures’ [7]. Openrems be specified as dynamic openness, during rantim
reconfiguring the system, static openness, all @genthe system are informed of changes in théesysor offline
openness, the systems needs to be restarted.
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In an enterprise setting, typically dynamic opesneith common semantics and a protocol is requihecbur
case, there are always different on their way tlaaving a container terminal in a port over timéh a some 300
truck movements per day. The challenge is to dgvalo open system that allows for minimal turnarotineks of
each truck at a terminal and can easily be impléeteny each participating carrier and terminal epmrwith open
standards. This paper illustrates the developméstich a system. Firstly, the problem is analyzednore detalil
with reference to appropriate literature on develept of these types of systems, and secondly the system that
is developed is presented. Findings of the actppli@ation of the system in a practical setting discussed. The
paper ends with conclusions and future research.

This paper considers the development of an alptsioreof practice inspired research [9]. This vamsof a new
artefact is developed and validated by practitisrdiboth carriers and a terminal operator.

2. Analyzing the problem

The type of systems is typically a self-organizeygstem in freight transport of multiple autonomaperating

participants, partly specified by functionality Gbllaborative Intelligent Transport Systems (C-ITH)]). Not only

the protocol of agents in such a system is relevalso its realization with information technologg-ITS,

interoperability in multi-agent systems, and regdimformation technology for sharing data in a pter system are
discussed in this section. First of all the problemescribed in more detail.

2.1. Truck movements at a container terminal

In a port like the port of Rotterdam, different tainer terminals operated by stevedores transshifamers between
different transport modes like road and sea, wéth tsansport as main transport mode. Containerstaci&ed at the
terminal, either for loading onto a vessel or orriege to the hinterland by for instance bargesing, and trucks.
Most of the containers are delivered or picked @ terminal by trucks, a smaller percentage issyparted by train
and barge. Container stacks are organized in tafrblocks at which trucks can pick up or drop afhtainers. The
stevedore assigns a terminal block to truck drivEech truck can perform at maximum eight actisitiiring one
call at a terminal: drop off four containers ansbapickup another four.

The current process of trucks arriving at the teahgate is random in the sense that each truslerddecides
when to call a terminal based on its scheduledities, independent of other truck drivers. Trugkoompanies only
provide a natification to the stevedore of theitiah plan. Actual truck movements often differ finctheir plan, as
plans are revised and updated frequently basedammiplete and unreliable data. For instance, tdislers end up
in traffic jams, causing them to arrive late atitltkestination or truck drivers have unexpectedgeln a previous
trip. Long waiting times at a terminal limit thember of trips for each truck at one day with impactthe turnover
of the trucking company. Because handling seage@sgels has priority over other modes, delays odliveg trucks
at terminal blocks will occur. At present the conmication about delays between all participant®dslate or not at
all, resulting in a situation where the estimatieaetof arrival (ETA) and the turnaround time (TAG) trucks at a
container terminal are unknown to a transport pdaamd a stevedore.

The objective is to improve this situation by shgriTAT’s of different trucks, both from a transpptanner, a
truck driver, and terminal planner perspective. fus purpose, data of activities has to be shaemngst
stakeholders and advanced predictions ETA's and’3 Adve to be shared.

2.2. Collaborative Intelligent Transport Systems

The objective of C-ITS is to improve the use ofséirig road infrastructure and potentially allow fay-per-use [10]
by improving situational awareness [4] of all peigants in road transport. Each participant hasteebperception of
its environment, comprehends its situation, areble to make a projection of its future state basegdredictions. A
perception of the environment can be achieved im gharticular case by allowing a planner of a earto receive
ETA’'s and TAT'’s of its trucks calling a terminal.yBnterpreting these ETA's and TAT'’s, a planneralsle to

improve planning of its trucks and trips of thosgcks, potentially increasing the number of trigs pruck per day
thus increasing its turnover and profit. A stevedoould use the dates of all activities of carriereptimize block



planning and potentially stack planning. The lattan be an issue, since terminal operation is mdodused on
handling vessels, since shipping lines are theomests of stevedores.

Our particular case is interested in trucks moveaaus to and from a container terminal, whered§eovers
all types of vehicles and a road infrastructureer€fore, we have to make a distinction betweervagletrucks and
other vehicles from a C-ITS perspective. C-ITS thasfollowing relevant service domains for trucks:

- Traveler information services providing static and dynamic information about thigastructure network to users.
These services provide traffic jam, accident amitient information, and weather conditions.

- Freight transport servicescomprising the legal requirements for vehiclepaoticipate in traffic and commercial
functions like fleet and order management.

Other types of C-ITS services for drivers are fostance vehicle operation services providing wasiand
assistance to users like truck drivers and trangptated payment services. There are also vagensces domains
for governing (road) infrastructure and its utitiva like emergency -, traffic management and ojpena-, and
national security services, that can affect traffémsity and thus ETAs of truck drivers. These bl considered as
part of traveler information services. Weather andironmental conditions services are specificisessthat impact
travelling speed and thus the ETA'’s of trucks. Ehesrvices are considered as an additional seddo®in that
cannot be governed by organizations or users. C+#ddhires a collaborative environment for interadity
amongst all stakeholders [11].

C-ITS does not address any logistics activitieg like ones for picking up and dropping off conteinat a
terminal. The concept of ‘hub’ like a containerntéral is also not part of C-ITS. Freight transpsetvices only
cover management of a truck fleet for a carrier dmahot address other modalities like inland wassgtsvand rail.

2.3. Interoperability in complex systems

A complex system like the one of trucks callingaatontainer terminal has five characteristics, haroperational
independency, managerial independency, evolutiodamelopment (openness), emergent behavior, angraeuc
distribution [12]. There are languages to model ititeractions and state changes of stakeholdetgipating in
such systems [6]. Such a language models send exsive actions of all stakeholders for either mgssaor
recursive calls. Potential sequences of these @adideceive actions can be represented by UML segutiagrams,
where each diagram depicts one particular use ioage system. Each agent in the system has iticplar state
diagram supporting an agreed protocol. Applyingrentl language for modeling interoperability in sbeypes of
systems allows for model checking [6].

In the past, various formal languages for modeliigjributed systems have been developed (see $teirice
[13]). Many of these languages were not often &pbpiih practice. Furthermore, these languages amigues were
developed to model systems at construction timg [Adereas our system is open and its constellati@mmges over
time. Extensions to include time have been madepoesent behavior. By introducing a separate coempioin the
system representing the constellation of the systemny time and protocols to assess that constellfl5], the
languages could be suitable to construct a modéhede systems. Thus, the issue would not be thatdesign
language, but extending the systems architecture.

2.4. Connectivity and platforms for data sharing

In general, connectivity is the ability to sharetaddbetween any two IT systems [16]. An interopditgbi
infrastructure is the set of software componentifférent solution providers implementing interoglgility amongst
participants in a complex system according an ajy®tocol and providing services to participart3][ An
interface to the infrastructure is the local impéation of a service for a participant. Basicalbych a
interoperability infrastructure is stateless, magnihat data is stored by participants utilizing thfrastructure to
share (future) state information. Such a statelgfsastructure meets data governance requiremednpanticipants
[18].

A service — and protocol specification between &y stakeholders or applications for data shanmgamplex
systems like logistics is outside scope of this egpaBasically, at least each participant shouldehavlocal
implementation of a protocol and thus only the pecot should be specified, with a specific focus aur case.
However, not all participants have IT facilitiesthaugh they will have smart devices, e.g. truckahs will have



smart phones. A platform might be considered asvapé component providing services to applicatiohsiore than
one patrticipant like truck drivers. Basically, afibrm has to support data sharing between heteengyes computer
systems of different organizations [19] with Appliion Programming Interfaces (APls, [20]) providiagservice
implementation, although also other types of imtees SPARQL endpoint [21] could be considered. Bataantics
also needs to be clearly and concisely specifiedfdoyinstance ontologies, with as less as possilifierent
interpretations. A software application, for ingtana Transport Management System of a carrier (TMS)
visualization platform or a truck driver app rungion a smart device, are examples of IT functityalsed by
participants of the infrastructure. Such a platfatmould address the following requirements to fimmcin an open,
complex system [20]:

- Data governance and security the ability to distinguish between open dataadatth access restrictions for
sharing with particular peers, and data that isavailable outside a data source.

- Data source managementavailable sources with their APIs and qualitytéeas expressed by metadata.

- Data preparation: data enhancement and enrichment to improve detkty)

- Temporary data storage a decoupling point between data providers andersufor storing to improve processing
on behalf of a data user request.

- Data driven action: the ability to take action upon particular datemges based on an event driven architecture
[8].

- Data retrieval: functionality to retrieve additional data, whicfight include integration of data from more thare on
data sources (also called: data combining [22]).

- Analytics and support analysis of the shared data, including accoulitgbi

3. The case: improve turnaround times for truck drivers

The participants and the issue to be addressellebgase have already been introduced in the pregection. We
take an architectural approach [23] by first idigimi the interactions between the various stakadrs and secondly
the systems architecture in such a collaborativer@mment. This section finishes with the resultsapplying the
solution in a practical setting.

3.1. Interaction modeling

Conceptually, a predictive analytics algorithm re¢al produce ETA’'s and TAT's addressing both trewel and
freight services (section 2). Smart Forecastingises of Prime Data (www.primedata.nl), based opredictive
analytics algorithm producing ETA’s, provide C-ITiaveler services (section 2.2) to truck drivers.cdncluded in
section 2.2., C-ITS freight information servicesri cover logistics activities at hubs like terais) so a prediction
algorithm is developed to produce TAT's based orAETand predicted waiting times at terminal bloaksa
terminal. Thus, planning data of trucks, queueustand waiting times at terminal blocks of a teahiany changes
in the ETA of a truck at a terminal due to (un)&ren changes in traffic, etc. has to be shared. ddta is dynamic
by nature, since it changes over time. Any changaatlification of one of the participants of thest®m results in an
event. For example change in the ETA of a trucldmgatowards a terminal is an event that shoulddiéied to all
the stakeholders interested in the ETA of thatkrddese changed ETAs might give a change in thieadsequence
of trucks, producing changes to the TAT of eackkriAny changes in the planning of a truck shoudd only be
notified to truck drivers and transport plannerst &lso to the prediction algorithm resulting in @odated TAT.
Furthermore, any changes in processes at the w@rmmiay affect the TAT of more than one truck driv@his
requires a solution to be open [12] and capableaafiling and distributing events.
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Figure 1: Sequence diagram of interactions betwtseholders and the algorithm

A UML sequence diagram visualizes the interactiebween all stakeholders (figure 1). This sequenagrdm
only shows one truck driver and carrier, but theme of course several. It also shows a situatioaravtcTAs and
TATs do not change and completion of the procets departure of a truck driver at the terminal.d@tirse, the
process of a truck driver continues by deliveringpatainer to its destination. The sequence diagmamsists of two
parts. Firstly, a transport planner requires a Tahtl ETA for assigning activities to trucks. Secgndl truck driver
receives an order and starts its trip to a termahal location at a time, to arrive at the terma@dording to a planned
ETA. During driving, several changes may occumalcated.

Interoperability requires semantics of data shaetveen all stakeholders. The following conceptsspecified:

- Activity: the actions performed by a truck a témai with the relevant container numbers. Eachkireen perform
up to four activities: dropping of four and/or pieg up four containers. An activity has severah&i properties like
ETA, estimated departure time, and actual arriveé t

- Vehicle: a truck with its license plate. Eaclclkican have a location, an ETA, and a TAT.

- Traveler data: the ETA of each truck producedh®y Smart Forecasting services, including the lonatf a truck
from where the ETA is produced.

- Terminal information: the terminal blocks, trauéhes between terminal blocks, number of truckdtimg at a
block at a time, and waiting times at each termimhatk.

- User: a user with a particular role participatingthe system, each truck driver, terminal operated transport
planner of a carrier.

With each interaction, instances of these concapgsshared. These interactions are implementedifferest
technical solutions (see next section).
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3.2. Systems architecture

Whereas the previous section illustrates the iotEnas between individual components, this sectitaps these
interactions to a systems architecture (figure \®e have distinguished a carrier, truck drivers anderminal

operator. In our current situation, carriers haveransport Management System (TMS) for planningaiuers, On
Board Units (OBUSs) in trucks for providing activithata to truck drivers and support their loggindaafmpletion of)

activities. The company providing these OBUs, Tiem®perates a platform storing activity and lowatdata of
trucks for various carriers. They have a web seniiterface for data retrieval: activity and plamnidata of
individual trucks retrieved from a TMS, real timecation coordinates of trucks, and ETAs of thoseks at a
destination.

These software components are not sufficient tgeripall interactions and to improve the TAT ofdks at

terminals. Furthermore, the terminal did not havifigent data for predicting waiting queues ofrtémal blocks (see
section 2). As figure 3 shows, the following adulithl components have been developed, where the KAdtEOrm

provides the Smart Forecasting services:
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- Intrepid . An existing data integration - and communicatteitform configured for sharing and temporary sgera
of data shared by events and web services betvageus components. The platform consists of a Brite Service
Bus, APl Manager, Message Bus, Business ActivitynMo, and Storage space (figure 3). WSO2 APl Manaent
is used for realizing Intrepid. Intrepid polls Tsis regularly to retrieve any location changeslwyeb service, calls
KATE to calculate the ETA by an API, and calls T&T and WQP algorithm via an APl in case ETAs aranged.
The terminal publishes waiting times at terminaldils as HTML pages that have to be parsed.

- The platform has a topic table for receiving @ndducingevents The table has topics like ‘create/update/deléte o
a new activity’ produced by Transics or a smartnghapplication of a truck driver. This topic is tkey to all others
like an update of a vehicle location, ETA, and TAhe topic table can be considered as the stateniiattion of the
system specifying the objects that are of intendtst their changes.

- Smartphone Application. An app that can be used by freelance truck dsieertruck drivers of carriers without
back office or OBU functionality, and truck driveo$ carriers that have this functionality. A trudkiver can enter
planning of activities, log the execution of thdamp a existing plan, and interact via Intrepid witte TAT
application. An app interfaces via an API with &ptid.

- TAT and WQP algorithms. Based planning and location data of either then3ics platform or the app, terminal
block status of a terminal, an improved predictidrthe ETA retrieved from KATE, the estimated TAGJr ftrucks
and waiting queues for terminal blocks are caledatising a Markov Chain Process. The TAT algorithusss
queuing data of the blocks and traffic density &madel times of trucks between the various blockise WQP
algorithm improves the waiting times of each temhiolock based on the ETAS, activity data, and a@imet stacking
data.

- Dashboards Additionally, a dashboard is developed for a ¢@ort planner and a terminal operator for TATs of
trucks and waiting queues of terminal blocks retipely. These dashboards interface with an API withepid.



3.2. Findings

Validation of the solution with practitioners anckizal data resulted in a number of findings. Anrage of 25 to 30
trips of three carriers utilizing Transics were eh®d to a total of 200 movements. The observegais less than
10 percent of the actual population. This relatoxe population influences the quality of the preitins made by the
TAT and WQP algorithms.

Besides the fact that the system needs to be eedewith more carriers, two issues influence theliuaf a
predicted TAT, namely data quality and truck dribehavior. Not all participating carriers were atagrovide all
data and data of these carriers was inconsistezdnimg that each carrier applied the interface déetmwtheir TMS
and the Transics platform differently. Inconsisteise of interfaces was also due to different us@MBs and
different planning procedures. Therefore, only 5¢he 200 truck movements of these three carrienewseful. The
data of different carriers needs cleaning befoikzing the solution. Secondly, truck drivers igedr planning,
leading to different ETAs than originally plannedsied on predicted TATs used by a planner. Thesestyb
deviations lead to different waiting queue predics, impacting TATs of other truck drivers. Truakvers also did
not log their activities consistently, which matie validation of TATSs difficult.

4. Conclusions and further work

We have developed and validated an alpha versiandrtefact [9] for collaboration amongst a langenber of
stakeholders in an open environment [12] with 208Kk movements of three carriers to a terminalpb@hich were
useful.

We have been able to model and construct the saolubiut practical application of the solution reqsj besides
more participants, a cleansing algorithm for datgppration (section 2.4) and incentives to char®bior of truck
drivers. Examples of cleansing algorithms are dlyeavailable for Linked Open Data [24]. Another eggzh to
increase data quality could be to provide feedliaatarriers, thus enabling them to improve datdityud he latter
also includes a change of utilizing IT systems lanpers and thus potentially a change in behadfitrase planners.
Changing behavior of truck drivers requires incergj e.g. the ability of each driver to contribtdeprofit increase
by increasing the number of daily trips or conttéto cost reduction. Typically, interoperabiligyrot only required
at operational and construction level, but alsaacial and cultural level [14].

From a technical perspective, structuring all datdor instance XML formats with a shared semanteg.
replacing the HTML data provided by the terminall] inprove stability of the system. Scalability limprove by
adding a directory service of participants [15]eThtrepid platform already stores ‘users’ likensport planners and
truck, but currently only an interface to one OBtédyider is supported. Adding other OBU providersl aher
constellations of back office interfaces of casieequires more flexibility [15]. From a C-ITS peestive [10], the
freight service domain does not cover the actisit@f truck drivers at hubs like terminals. There ather
frameworks of standards that business transacitiotie logistics domain [25], but do not cover egesnd activities
required in a complex system.

System validation is performed by processing actiadéh and with practitioners. Another approach wde to
simulate the like an open system, which can bexagtep.
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