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Abstract. This paper describes our contribution for the Lifelog Moment Re-

trieval (LMRT) challenge of ImageCLEF Lifelog2018. Lifelogging has a tremen-

dous potential in many applications. However, the wide range of possible mo-

ment events along with the lack of fully annotated databases make this task very 

challenging. This work proposes an interactive and weakly supervised learning 

approach that can dramatically reduce the time to retrieve any kind of events in 

huge databases. Impressive results have been obtained in the referred challenge, 

reaching the first rank. 
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1 Introduction 

Lifelogging is the procedure of retrieving and tracking personal data during the daily 

life. The potential applications are endless, from memory retrieval [1] to surveillance 

[2]. Due to this fact, an increasing number of research works and events have been 

appearing in the last years, such as:  

• the LifeLog of DARPA of the U.S. Department of Defense [3] and 

• MyLifeBits by Gordon Bell of Microsoft [4-5]. 

Since then, many lifeloggers have tracked huge quantities of big data for various 

purposes [6][7]. The technology makes it easy to collect data automatically using sen-

sors. However, there is not still a consolidate framework to analyze all this data to 

properly extract useful information for the target applications. On the other hand, a lot 

of discussion is taking place over the privacy and the ethics dimension of lifelogging 

[8]. Besides all, the huge potential of lifelogging has encouraged new efforts to advance 

in this line, such as the two competitions that have started the last two years: 

• NTCIR Lifelog Task [9] 

• ImageCLEFlifelog [10]. 

 

This year, the ImageCLEF Lifelog 2018 [11-12] has been divided into two subtasks 

(challenges): 
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• The LMRT challenge about Lifelog Moment Retrieval  

• The ADLT challenge about Activities of Daily Living. 

 

In this paper, three strategies are presented addressing the LMRT challenge. The 

participants had to retrieve a number of specific moments in a lifelogger’s life. Mo-

ments were defined as semantic events or activities that happened throughout the day. 

The ground truth for this subtask was created using manual annotation. The dataset 

consisted of 50 days of data from a lifelogger, namely: images (1,500-2,500 per day 

from wearable cameras), visual concepts (automatically extracted visual concepts with 

varying rates of accuracy), semantic content (semantic locations, semantic activities) 

based on sensor readings (via the Moves App) on mobile devices, biometrics infor-

mation (heart rate, galvanic skin response, calorie burn, steps, etc.), music listening 

history. The dataset is built based on the data available for the NTCIR-13 - Lifelog 2 

Task, which contained a total of 80,440 images. 

 

The rest of the paper is structured as follows. In section 2, the proposed three strate-

gies are described, in section 3 the experimental results for some trials are presented, 

while the conclusions are included in the section 4. 

2 Proposed Strategies 

Three different strategies have been conceived for addressing the ImageCLEFlifelog 

2018 challenge, with the purpose to accurately retrieve images that correspond to the 

ten proposed topics (Table 1, Fig.1). The first strategy, called Two-class strategy, a 

deep learning framework has been developed that considers every topic independently. 

This is, two classes are considered per topic, one representing the event o action de-

scribed by the topic, and the other the absence of it. The second strategy, called Ten-

class strategy, considers all the topics simultaneously. Thus, the developed deep neural 

network uses ten output classes, one per topic. And finally, the last strategy, called 

Eleven-class strategy, is an evolution of the second one that adds an additional output 

to consider events that do not belong to the 10 referred challenge topics. 

In this section the proposed strategies, as well as the preprocessing and postpro-

cessing stages, are described in detail. 

Table 1. The topics of the SubTask 2: Lifelog moment retrieval (LMRT). 

Topic ID Topic Title 

LST001 Preparing Salad 

LST002 VR Experiments 

LST003 My Presentations 

LST004 Interviewed by a TV presenter 

LST005 Dinner at Home 

LST006 Assembling Furniture 



LST007 Taking a coach/bus in foreign countries 

LST008 Costa Coffee with friends 

LST009 Using mobile phone or tablets in a vehicle 

LST010 Graveyard 

 

 

Fig. 1. Exemplary Topic Description. 

Table 2. Corresponding Images per topic. 

2.1 Preprocessing  

In order to limit the big volume of images, considering the given metadata and the 

topics, we decided to split the images in the subdirectories, automatically, by using the 

Location and Activity tag of the metadata. Thus, two sets of directories were created, 

named after the names of the specific tag: 

1. The Activity set was including just 3 directories: transport, airplane and walk-

ing, plus a fourth one called No-activity, including all the images with no infor-

mation over activity. 

Topic ID Corresponding Directories Corresponding Split #of images 

LST001 home+work Location 27,880 

LST002 no activity Activity 66,506 

LST003 no activity Activity 66,506 

LST004 home+work Location 27,880 

LST005 home        Location 8,986 

LST006 no activity Activity 66,506 

LST007 Transport Activity 8,800 

LST008 costa coffee Location 601 

LST009 transport+airplane Activity 10,754 

LST010 no place Location 26,393 



2. The Location set was including 96 directories, plus a directory called No-place, 

including all the images where no named place was mentioned. 

This automatic classification helped us to consider less images for a first retrieval to 

train our systems. Thus, for the presented topics (Table 1) corresponding directories 

were chosen, according to the description and the restrictions (Fig.1), as they are pre-

sented in Table 2. 

2.2 Two-class strategy 

This strategy (Fig.2) had to be repeated for each topic separately. For each image the 

question is: Does it satisfy the topic? Thus, for each topic we have two classes, namely: 

True, where the correct images are included; and False, all the others. After a first re-

trieval, applied to the corresponding directory, the system is retrained and tested over 

all data. 

Considering the directory sets from preprocessing, the required steps include: 

1. Manual choice of true images: In most cases about 10 images were selected as True, 

most of the times by the same event. Important exceptions were the topics 006 and 

010 that there were few examples and, especially in 006, difficult to be found. 

2. Training by using pretrained CNN: The pretrained Convolution Neural Networks 

AlexNet [13] or GoogleNet [14] were used. 

3. Testing on the corresponding data (Table 1): The appropriate directories were cho-

sen in accordance to the description and details given of the topic (Fig.1). The four 

co-authors discussed a lot over the various topics. However, many times we had to 

ask the organizers for explanations due to cultural differences and definitions. 

4. Manually splitting the results to the two classes: here is where the maximum of five 

minutes of search time allowed per topic, was used. In fact, a simple application was 

created that was showing the True images and asking for a YES or NO entered by 

the user. The procedure was very fast. In most topics, 1-2 minutes were enough. The 

topic 008 required just few seconds. Exception was the topic 006. The negative re-

sults were so many that we just kept the True and False that were reached in 5 mins, 

so not all the images of the corresponding directory were used for the final training. 

5. Training using the same pretrained CNN: the AlexNet or GoogleNet that were used 

in step 2 was also used here.  

6. Testing on all data: the retrained CNN was applied to all 80,439 images. 

7. Postprocessing, in order to adapt the results to the required format. 

Three trials have been submitted by this strategy: one using AlexNet (subm#1), one 

using GoogleNet (subm#2) and one using the average of the two CNNs (subm#3). 

 



 

Fig. 2. The Two-class strategy.  

2.3 Ten-class strategy 

This strategy (Fig.3) is applied just once for the ten topics. However, it is required to 

have the result of the first retrieval of the Two-class strategy (§2.2) that includes the 

steps 1-4. Then the True classes of each topic is created by merging the results of the 

previous strategy for both AlexNet and GoogleNet. These will be the ten classes of this 

strategy. Thus, the strategy includes the steps:  

1. Merging of the True classes of AlexNet and GoogleNet after the 1st retrieval (Fig.2) 

for each topic i.e. 10 classes. 

2. Training a pretrained CNN: the AlexNet or GoogleNet, using the ten classes. 

3. Testing on all data: the retrained CNN was applied to all 80,439 images. 

4. Postprocessing to adapt the required format. 

 

Preprocessing 

Manual choice of true images 

Training by using pretrained CNN 

Testing on the corresponding data (Table 1) 

Manually splitting the results to the two classes 
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Testing on all data 

Postprocessing 

1st retrieval 



 

Fig. 3. The Ten-class strategy. 

Two trials have been submitted by this strategy: one using AlexNet (subm#4) and 

one using GoogleNet (subm#5). The AlexNet trial proved to be our best submission. 

2.4 Eleven-class strategy 

This strategy (Fig.4) is very similar to the previous one, including one more class: 

the class that an image is included if doesn’t belong to any other. For the training, this 

class was the merging all the False classes of the Two-class strategy, excluding the 

images that have already included to the classes of the Ten-class strategy. Thus, this 

strategy includes the steps: 

1. Merging of the True classes of AlexNet and GoogleNet after the 1st retrieval (Fig.2) 

for each topic i.e. 10 classes 

2. Merging the False classes of the Two-class strategy, excluding the images included 

at the 10 classes. 

3. Training a pretrained CNN: the AlexNet or GoogleNet, using the eleven classes. 

4. Testing on all data: the retrained CNN was applied to all 80,439 images. 

5. Postprocessing to adapt the required format. 

One trial has been submitted by this strategy using AlexNet (subm#6). It was not 

possible to submit in-time using GoogleNet (subm#0), since it required to much time 

for train due to the large number of images in the eleventh class, that is 37,063 images. 

 



 

Fig. 4. The Eleven-class strategy. 

2.5 Postprocessing 

The Subtask 2 of ImageCLEFlifelog 2018 requires for the submissions a CSV file in 

the following format: 

 

 [topic id, image id, confidence score] (1) 

 

Where: - topic id: Number of the queried topic, e.g., 1 to 10 - image id: ID of a relevant 

image - confidence score: from 0 to 1. The CSV file should contain a diversified sum-

marization in 50 images for each query. 

The postprocessing procedure is creating the CSV file automatically and it is the same 

for the three strategies, using the probabilities of the classify level of the CNN. Thus, 

the images are ranked by the probabilities from high to low, for each result class (True 

of the Two-class strategy and the ten classes of Ten-class and Eleven-class strategies.  

As correct are chosen the first 50 images that: 

• Have corresponding ID in metadata: the organizers were accepting as possible cor-

rect images only the images that were labeled in metadata with an ID number. 

• Satisfy all the rules e.g. in topic 005, since dinner is required the time is required to 

be greater than 15.00. 



3 Experimental results 

For assessing performance, The organizers proposed the classic metrics for retrieval, 

specifically: 

• Cluster Recall at X (CR@X) - a metric that assesses how many different clusters 

from the ground truth are represented among the top X results; 

• Precision at X (P@X) - measures the number of relevant photos among the top X 

results; 

• F1-measure at X (F1@X) - the harmonic mean of the previous two. 

All the presented results have been performed using Matlab in a computer with proces-

sor Intel(R) Core™ i7-7700HQ CPU@2.80 GHz x8 and GPU NVIDIA GeForce GTX 

1060. Exception was the trial that was not submitted, due to extreme requirements in 

training. This was finally performed in a computer Intel(R) Core™ i9-7900X CPU@ 

3.30 GHz x10 and GPU NVIDIA corporation device 1b02 x2. 

Table 3. Indicative results of F1@10 for the proposed techniques. 

Submission ID Strategy CNN F1@10 

subm#1 Two-class AlexNet 0.504 

subm#2 Two-class GoogleNet 0.545 

subm#3 Two-class Average 0.477 

subm#4 Ten-class AlexNet 0.536 

subm#5 Ten-class GoogleNet 0.477 

subm#6 Eleven-class AlexNet 0.480 

subm#0 Eleven-class GoogleNet 0.542 

 

Table 4. Results for all the trials of F1@Χ for X=5, 10, 20, 30, 40, 50. 

Submission ID F1@5 F1@10 F1@20 F1@30 F1@40 F1@50 

subm#1 0.395 0.504 0.571 0.604 0.606 0.594 

subm#2 0.520 0.545 0.562 0.547 0.523 0.522 

subm#3 0.452 0.477 0.445 0.438 0.465 0.473 

subm#4 0.543 0.536 0.543 0.552 0.562 0.556 

subm#5 0.452 0.477 0.459 0.438 0.465 0.473 

subm#6 0.480 0.480 0.495 0.521 0.528 0.549 

subm#0 0.507 0.542 0.525 0.534 0.508 0.532 

 

Official ranking metrics this year are the F1-measure@10, which gives equal im-

portance to diversity (via CR@10) and relevance (via P@10). In table 3, indicative 



results of F1@10 are given for all the mentioned submissions (subm#1-6), plus the not 

submitted trial of the third strategy (subm#0). 

In Table 4, F1@Χ for various cut off points are considered, with X=5, 10, 20, 30, 40, 

50, for all the proposed techniques. Finally, in Tables 5-11, are given all the detailed 

results for the submission 1-6, plus the no-submitted trial. 

Table 5. Detailed results for subm#1. 

 

Table 6. Detailed results for subm#2. 

 

Table 7. Detailed results for subm#3. 

 

Table 8. Detailed results for subm#4. 

 

Table 9. Detailed results for subm#5. 

 

Topic P@5 CR@5 F1@5 P@10 CR@10 F1@10 P@20 CR@20 F1@20 P@30 CR@30 F1@30 P@40 CR@40 F1@40 P@50 CR@50 F1@50

LST001 0.8 0.333 0.471 0.9 0.333 0.486 0.75 0.667 0.706 0.733 0.667 0.698 0.65 1 0.788 0.66 1 0.795

LST002 0.4 1 0.571 0.3 1 0.462 0.2 1 0.333 0.233 1 0.378 0.25 1 0.4 0.22 1 0.361

LST003 1 0.333 0.5 1 0.333 0.5 1 0.667 0.8 1 0.667 0.8 1 0.667 0.8 1 0.667 0.8

LST004 1 1 1 1 1 1 1 1 1 0.967 1 0.983 0.975 1 0.987 0.98 1 0.99

LST005 1 0.042 0.08 1 0.042 0.08 0.5 0.042 0.077 0.533 0.083 0.144 0.65 0.083 0.148 0.72 0.083 0.149

LST006 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

LST007 0.6 0.333 0.429 0.7 0.5 0.583 0.6 0.833 0.698 0.667 0.833 0.741 0.7 0.833 0.761 0.7 0.833 0.761

LST008 1 0.25 0.4 1 0.5 0.667 1 0.75 0.857 1 1 1 1 1 1 1 1 1

LST009 0 0 0 0.4 0.2 0.267 0.4 0.2 0.267 0.567 0.4 0.469 0.45 0.4 0.424 0.36 0.4 0.379

LST010 1 0.333 0.5 1 1 1 0.95 1 0.974 0.7 1 0.824 0.6 1 0.75 0.54 1 0.701

Mean 0.68 0.362 0.395 0.73 0.491 0.504 0.64 0.616 0.571 0.64 0.665 0.604 0.627 0.698 0.606 0.618 0.698 0.594

Topic P@5 CR@5 F1@5 P@10 CR@10 F1@10 P@20 CR@20 F1@20 P@30 CR@30 F1@30 P@40 CR@40 F1@40 P@50 CR@50 F1@50

LST001 0.8 0.667 0.727 0.8 0.667 0.727 0.85 0.667 0.747 0.833 0.667 0.741 0.8 0.667 0.727 0.8 1 0.889

LST002 0.2 1 0.333 0.2 1 0.333 0.2 1 0.333 0.2 1 0.333 0.15 1 0.261 0.12 1 0.214

LST003 1 0.333 0.5 1 0.333 0.5 1 0.333 0.5 1 0.333 0.5 1 0.333 0.5 0.98 0.333 0.497

LST004 1 1 1 1 1 1 1 1 1 1 1 1 0.975 1 0.987 0.96 1 0.98

LST005 1 0.042 0.08 1 0.042 0.08 1 0.083 0.154 0.867 0.125 0.218 0.825 0.125 0.217 0.78 0.125 0.215

LST006 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

LST007 1 0.667 0.8 1 0.667 0.8 1 0.667 0.8 0.967 0.667 0.789 0.975 0.667 0.792 0.96 0.667 0.787

LST008 1 0.5 0.667 1 0.75 0.857 1 1 1 1 1 1 1 1 1 1 1 1

LST009 0.2 0.2 0.2 0.2 0.2 0.2 0.15 0.2 0.171 0.133 0.2 0.16 0.125 0.2 0.154 0.1 0.2 0.133

LST010 0.8 1 0.889 0.9 1 0.947 0.85 1 0.919 0.567 1 0.723 0.425 1 0.596 0.34 1 0.507

Mean 0.7 0.541 0.52 0.71 0.566 0.545 0.705 0.595 0.562 0.657 0.599 0.547 0.627 0.599 0.523 0.604 0.633 0.522

Topic P@5 CR@5 F1@5 P@10 CR@10 F1@10 P@20 CR@20 F1@20 P@30 CR@30 F1@30 P@40 CR@40 F1@40 P@50 CR@50 F1@50

LST001 0.6 0.333 0.429 0.6 0.667 0.632 0.6 0.667 0.632 0.533 0.667 0.593 0.525 0.667 0.587 0.48 0.667 0.558

LST002 0.6 1 0.75 0.4 1 0.571 0.2 1 0.333 0.133 1 0.235 0.1 1 0.182 0.08 1 0.148

LST003 1 0.333 0.5 1 0.333 0.5 1 0.333 0.5 1 0.333 0.5 1 0.333 0.5 1 0.333 0.5

LST004 1 1 1 0.9 1 0.947 0.95 1 0.974 0.967 1 0.983 0.95 1 0.974 0.9 1 0.947

LST005 0.8 0.083 0.151 0.9 0.083 0.153 0.85 0.125 0.218 0.8 0.125 0.216 0.75 0.208 0.326 0.74 0.25 0.374

LST006 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

LST007 0.8 0.333 0.471 0.5 0.333 0.4 0.4 0.333 0.364 0.5 0.5 0.5 0.525 0.667 0.587 0.54 0.667 0.597

LST008 1 0.25 0.4 1 0.5 0.667 1 0.5 0.667 1 0.5 0.667 1 0.75 0.857 1 1 1

LST009 0.8 0.2 0.32 0.9 0.2 0.327 0.65 0.2 0.306 0.667 0.2 0.308 0.65 0.2 0.306 0.62 0.2 0.302

LST010 0.4 0.667 0.5 0.4 1 0.571 0.3 1 0.462 0.233 1 0.378 0.2 1 0.333 0.18 1 0.305

Mean 0.7 0.42 0.452 0.66 0.512 0.477 0.595 0.516 0.445 0.583 0.532 0.438 0.57 0.583 0.465 0.554 0.612 0.473

Topic P@5 CR@5 F1@5 P@10 CR@10 F1@10 P@20 CR@20 F1@20 P@30 CR@30 F1@30 P@40 CR@40 F1@40 P@50 CR@50 F1@50

LST001 1 0.667 0.8 0.9 1 0.947 0.75 1 0.857 0.7 1 0.824 0.625 1 0.769 0.6 1 0.75

LST002 0.6 1 0.75 0.3 1 0.462 0.2 1 0.333 0.167 1 0.286 0.175 1 0.298 0.16 1 0.276

LST003 0.8 0.333 0.471 0.9 0.333 0.486 0.75 0.667 0.706 0.767 0.667 0.713 0.825 0.667 0.737 0.86 0.667 0.751

LST004 1 1 1 1 1 1 1 1 1 0.933 1 0.966 0.95 1 0.974 0.92 1 0.958

LST005 1 0.042 0.08 0.8 0.083 0.151 0.85 0.125 0.218 0.767 0.167 0.274 0.775 0.25 0.378 0.76 0.292 0.422

LST006 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

LST007 1 0.5 0.667 0.7 0.667 0.683 0.65 0.833 0.73 0.633 0.833 0.72 0.65 0.833 0.73 0.64 0.833 0.724

LST008 1 0.25 0.4 1 0.25 0.4 1 0.5 0.667 1 0.75 0.857 1 0.75 0.857 1 0.75 0.857

LST009 0.8 0.4 0.533 0.6 0.4 0.48 0.3 0.4 0.343 0.433 0.4 0.416 0.575 0.4 0.472 0.54 0.4 0.46

LST010 0.8 0.667 0.727 0.6 1 0.75 0.4 1 0.571 0.3 1 0.462 0.25 1 0.4 0.22 1 0.361

Mean 0.8 0.486 0.543 0.68 0.573 0.536 0.59 0.653 0.543 0.57 0.682 0.552 0.583 0.69 0.562 0.57 0.694 0.556

Topic P@5 CR@5 F1@5 P@10 CR@10 F1@10 P@20 CR@20 F1@20 P@30 CR@30 F1@30 P@40 CR@40 F1@40 P@50 CR@50 F1@50

LST001 0.6 0.333 0.429 0.6 0.667 0.632 0.6 0.667 0.632 0.533 0.667 0.593 0.525 0.667 0.587 0.48 0.667 0.558

LST002 0.6 1 0.75 0.4 1 0.571 0.2 1 0.333 0.133 1 0.235 0.1 1 0.182 0.08 1 0.148

LST003 1 0.333 0.5 1 0.333 0.5 1 0.333 0.5 1 0.333 0.5 1 0.333 0.5 1 0.333 0.5

LST004 1 1 1 0.9 1 0.947 0.95 1 0.974 0.967 1 0.983 0.95 1 0.974 0.9 1 0.947

LST005 0.8 0.083 0.151 0.9 0.083 0.153 0.85 0.125 0.218 0.8 0.125 0.216 0.75 0.208 0.326 0.74 0.25 0.374

LST006 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

LST007 0.8 0.333 0.471 0.5 0.333 0.4 0.5 0.5 0.5 0.5 0.5 0.5 0.525 0.667 0.587 0.54 0.667 0.597

LST008 1 0.25 0.4 1 0.5 0.667 1 0.5 0.667 1 0.5 0.667 1 0.75 0.857 1 1 1

LST009 0.8 0.2 0.32 0.9 0.2 0.327 0.65 0.2 0.306 0.633 0.2 0.304 0.65 0.2 0.306 0.62 0.2 0.302

LST010 0.4 0.667 0.5 0.4 1 0.571 0.3 1 0.462 0.233 1 0.378 0.2 1 0.333 0.18 1 0.305

Mean 0.7 0.42 0.452 0.66 0.512 0.477 0.605 0.532 0.459 0.58 0.532 0.438 0.57 0.583 0.465 0.554 0.612 0.473



Table 10. Detailed results for subm#6. 

 

Table 11. Detailed results for the no-submitted subm#0. 

 

4 Conclusions 

This paper describes our proposal for the Lifelog Moment Retrieval (LMRT) chal-

lenge of ImageCLEF Lifelog2018. The competition was quite challenging as it required 

to handle a huge number of images for retrieving moments for ten specific topics. 3 

different strategies were proposed in order to respond to the 10 topics. All of them used 

deep learning and specifically AlexNet and GoogleNet. 

Except of the amount of images, other facts that we had to deal with was the cultural 

differences e.g. what time is dinner for the specific country, as well as the differences 

in definitions e.g. for some people, vehicle is what is moving on the road while for 

others can be any transport mean. Last but no least, the explanation of the topics by the 

participants could also be a problem e.g. what Assembling Furniture includes? 

The detailed results, given by the organizers and presented in section 3, require much 

more experimentation and further study. For example, the topic LST004 Interviewed 

by a TV presenter, almost always gave a result very close to 1, while the LST006 As-

sembling Furniture gave always 0. The last one means that no correct image was among 

the ones we chose as True. Thus, the organizers could consider the possibility of giving 

1-2 correct images per topic, at the beginning of the competition.  

In any case, it is a challenge that can create many new research fields and worth to 

be considered.  
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Topic P@5 CR@5 F1@5 P@10 CR@10 F1@10 P@20 CR@20 F1@20 P@30 CR@30 F1@30 P@40 CR@40 F1@40 P@50 CR@50 F1@50

LST001 1 0.333 0.5 1 0.667 0.8 0.85 0.667 0.747 0.8 1 0.889 0.75 1 0.857 0.68 1 0.81

LST002 0.8 1 0.889 0.5 1 0.667 0.35 1 0.519 0.233 1 0.378 0.175 1 0.298 0.14 1 0.246

LST003 1 0.333 0.5 1 0.333 0.5 1 0.333 0.5 1 0.333 0.5 1 0.333 0.5 1 0.667 0.8

LST004 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0.98 1 0.99

LST005 1 0.042 0.08 1 0.083 0.154 1 0.083 0.154 1 0.083 0.154 1 0.083 0.154 1 0.083 0.154

LST006 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

LST007 1 0.333 0.5 1 0.333 0.5 1 0.333 0.5 1 0.5 0.667 1 0.667 0.8 1 0.667 0.8

LST008 1 0.5 0.667 1 0.5 0.667 1 0.5 0.667 1 0.75 0.857 1 1 1 1 1 1

LST009 0.6 0.2 0.3 0.4 0.2 0.267 0.3 0.2 0.24 0.267 0.2 0.229 0.225 0.2 0.212 0.26 0.2 0.226

LST010 0.4 0.333 0.364 0.2 0.333 0.25 0.45 1 0.621 0.367 1 0.537 0.3 1 0.462 0.3 1 0.462

Mean 0.78 0.408 0.48 0.71 0.445 0.48 0.695 0.512 0.495 0.667 0.587 0.521 0.645 0.628 0.528 0.636 0.662 0.549

Topic P@5 CR@5 F1@5 P@10 CR@10 F1@10 P@20 CR@20 F1@20 P@30 CR@30 F1@30 P@40 CR@40 F1@40 P@50 CR@50 F1@50

LST001 1 0.667 0.8 1 0.667 0.8 0.95 0.667 0.784 0.867 0.667 0.754 0.825 0.667 0.737 0.78 1 0.876

LST002 0.6 1 0.75 0.5 1 0.667 0.3 1 0.462 0.3 1 0.462 0.225 1 0.367 0.18 1 0.305

LST003 1 0.333 0.5 1 0.333 0.5 1 0.333 0.5 1 0.333 0.5 1 0.333 0.5 1 0.333 0.5

LST004 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

LST005 1 0.042 0.08 1 0.042 0.08 1 0.042 0.08 1 0.083 0.154 1 0.083 0.154 1 0.25 0.4

LST006 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

LST007 0.8 0.167 0.276 0.8 0.5 0.615 0.85 0.5 0.63 0.9 0.5 0.643 0.9 0.5 0.643 0.92 0.5 0.648

LST008 1 0.5 0.667 1 0.75 0.857 1 0.75 0.857 1 1 1 1 1 1 1 1 1

LST009 0.2 0.2 0.2 0.1 0.2 0.133 0.05 0.2 0.08 0.133 0.2 0.16 0.1 0.2 0.133 0.1 0.2 0.133

LST010 1 0.667 0.8 0.9 0.667 0.766 0.75 1 0.857 0.5 1 0.667 0.375 1 0.545 0.3 1 0.462

Mean 0.76 0.458 0.507 0.73 0.516 0.542 0.69 0.549 0.525 0.67 0.578 0.534 0.642 0.578 0.508 0.628 0.628 0.532
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