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Abstract. The paper proposes a new cryptographic key exchange method. The 

basic idea of the proposed method is to use a permutation of a given set as a 

transformation object. The mathematical background of the method is the prop-

erty of permutations to be decomposed into the product of disjoint cycles, the 

property of unique factorization of the product of disjoint cycles raised to the 

powers smaller than their order, and the complexity of factorization of the 

product of permutations whose cycles are noncommutative. The conditions to 

be met by the transformation parameters are defined. The concepts of cycle- 

and block-noncommutative permutations are introduced. These properties of 

two permutations known to all participants in information exchange are suffi-

cient for the correct operation of the method. The key space cardinality of the 

values of cycles’ exponents of two open permutations is investigated. It is 

shown that this cardinality is maximized if the disjoint cycles in the decomposi-

tion of open permutations are 3-cycles. The block diagram of a cryptographic 

system that implements the proposed method is investigated. Its work is de-

scribed. The proposed method and system make it possible to generate a cryp-

tographic key for information factorial coding without using a secure communi-

cation channel. They can also be used to form a non-permutation key. 

Keywords: cryptography, method, key exchange, permutation, factorial coding. 

1 Introduction 

Several information security tasks, such as providing authentication, confidentiality, 

and integrity, are solved simultaneously when transmitting information in communi-

cation systems and systems of managing various technological processes. In particu-

lar, this is observed when transporting information arrays through noisy communica-

tion channels, including through tunneled protocols on computer networks. A separate 

solution of these tasks is associated with the use of different mathematical methods 

and algorithms. This leads to an increase in the load on means of information trans-

forming and requirements for their productivity, to an increase in introduced redun-

dancy, and, as a consequence, to a decrease of a relative transmission rate. These 
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circumstances actualize the problem of providing information security during its stor-

ing and transmitting in telecommunication systems and networks by integrating chan-

nel coding and cryptographic security methods. 

The factorial coding methodology [1] provides creation and study of methods for 

combining the following types of data protection in a single procedure: 

 protection against errors caused by noise in communication channel; 

 protection against unauthorized data modification; 

 protection against unauthorized data access. 

Separable factorial codes (FC) [2, 3] provide information integrity control and do 

not ensure its confidentiality. Code combinations of such codes contain separate in-

formation and control parts. The control part is a permutation   or its part. A permu-

tation of a set of M  elements is a bijection from a finite set X  of cardinality M  into 

itself. We denote the elements of a finite set X  by nonnegative integers from 0 to 

1M  . Then  0,1, , 1X M   and the permutation   will be written as a se-

quence of elements of the set X , where each of the numbers  0,1, , 1M   is ap-

plied only once (without gaps and repetitions). 

Non-separable FCs [4-6] provide protection against unauthorized data access and 

are able to detect and correct a significant part of errors. Code combinations of such 

codes are formed by converting an information word  A x  into a permutation  . 

They do not have separate information and control parts (as, for example, CRC codes 

have). In addition, non-separable FCs are self-synchronizing codes. A self-

synchronization property of the code removes the problem of frame synchronization 

and eliminates the need for a delimiter in a data block header structure. Because of 

this, an amount of redundancy introduced during coding is reduced. 

The key sequences for factorial coding methods are permutations. These key per-

mutations are kept secret. 

When encoding and decoding factorial codes, the same permutation is used. There-

fore, factorial coding methods have the disadvantage of symmetric cryptographic 

transformation, such as the need to form a secret communication channel to transmit 

key data. 

In [7], Whitfield Diffie and Martin Hellman proposed the first and the best-known 

key agreement method. This method and the corresponding cryptographic device is 

patented in the US with Ralph Merkle [8]. The proposed protocol (known as the Dif-

fie-Hellman key exchange) allows two parties to form a shared secret key based on 

their own secret keys and each other's public keys. Cryptanalyst knows only public 

keys of two parties. He is unable to calculate their shared secret key within an ac-

ceptable amount of time and limited performance of computing facilities. 

This method uses a vulnerable to eavesdropping channel. However, it does not 

provide user authentication. Therefore, it is vulnerable to the man-in-the-middle at-

tack. To solve this problem, a number of modifications to the method have been pro-

posed. In particular, they are outlined in [9, 10]. 

A cryptographic strength of the Diffie-Hellman protocol and its modifications, as 

well as the El Gamal algorithm [11], is based on the complexity of the discrete loga-

rithm problem. At the same time, quantum computers using the Shore algorithm [12] 



will easily solve the problems of discrete logarithmization and factorization of inte-

gers. 

To date, a number of post-quantum key exchange protocols have been developed, 

including Supersingular isogeny Diffie–Hellman key exchange [13], NTRU [14], 

Ring Learning with Errors Key Exchange [15]. 

One of the most promising modern research areas in the field of cryptographic key 

exchange is their quantum distribution [16-18]. However, to date, this direction has 

limitations on transmission distance and communication network structure. In addi-

tion, all of the above key exchange methods are not adapted for data factorial coding 

that uses permutations. 

The purpose of this work is to provide the ability to generate cryptographic keys 

for data factorial coding without using a secret communication channel. The key ex-

change method should have the prerequisites for use in post-quantum cryptog-

raphy [19-25]. 

The work is organized as follows. In Section 2, we describe our cryptographic key 

exchange method. In Section 3, we analyze a key space cardinality and conditions to 

its maximization. A cryptographic system and a description of its work are given in 

Section 4. In the last section, we present the conclusion. 

2 Construction of Cryptographic Key Exchange Method 

The essence of the proposed approach is the following. 

 Each exchange party generates a shared key by converting permutations re-

ceived from the other party. In this case, the direct transformations of permutations on 

each party of information exchange are easy to implement, and the inverse transfor-

mations are almost impossible to implement. 

 The generated key is used for data factorial coding during forward and reverse 

transformations of messages transmitted by an insecure communication channel. 

The method for factorial coding key exchange over an open channel involves the 

following procedures. 

 Two parties Alice and Bob know two permutations,   and  , and their de-

compositions into the products of disjoint cycles:
 

1

n

i

i



 


 , 
 

1

n

j

j



 


 . 

 Alice generates a random secret key in the form of two vectors 

  1 2, , ,
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  and 
  1 2, , ,

n
m m m m


  of dimensions  n   and  n  , 

moreover  0 1i ik l    ,  0 1j jm l    , where  il  ,  jl   are the or-

ders of cycles 
i  and j , respectively. 



 Bob generates another random secret key in the form of two vectors 
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n

t t t t


  and 
  1 2, , ,

n
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  of dimensions  n   and  n  , and 

 0 1i it l    ,  0 1j js l    . 

 Alice forms a permutation 
1 1 1Y    , where 
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 . Sends 

1Y  to Bob. 

 Bob forms a permutation 
2 2 2Y    , where 
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 . Sends 

2Y  to Alice. 

 Receiving 
1Y , Bob computes the shared key 

2 1 2K Y    . Once getting 
2Y , 

Alice obtains 
1 2 1K Y    . 

The above operations and the procedure for their implementation ensure the 

achievement of the claimed technical result. It consists in the possibility of data facto-

rial coding with its secure transmission over an insecure communication channel 

without prearrangement of a cryptographic key over a secret channel. This is possible 

because each party in the exchange of information independently forms a shared key 

on its side. 

The proposed method is suitable for practical implementation. 

Correctness. We now show that if Alice and Bob do the above steps, they will 

share an identical key K . 

Alice computes  1 1 2 1 1 2 2 1K Y             and Bob computes 

 2 2 1 2 2 1 1 2K Y            . Because of the property of associativity of reflec-

tions,      1 1 2 2 1 1 2 2 1K                 and 

     2 2 1 1 2 2 1 1 2K                . Since 
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    , 
1 2K K K  . 

Necessary conditions. We now determine the conditions that the conversion pa-

rameters must satisfy. 

First, a cryptanalyst should not be able to easily calculate the values of k , m , t , 

and s  by the known values of 
1Y  and 

2Y . Second, the pairs of values  ;k m ,  ;t s  

must mutually uniquely determine 1Y  and 2Y , respectively, that is     1;k m Y  

and     2;t s Y . 

We introduce the following definitions. 



Definition 1. Permutations   and   are called cycle-noncommutative if the de-

compositions into the product of disjoint cycles 
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property 
i j j i     for ,i j . 

The property of cycle-noncommutativity of permutations   and   is sufficient to 

provide a high degree of mixing elements in the products 
1 1   and 

2 2  . This 

complicates the cryptanalyst work. 

Unique factorization property (condition of bijections     1;k m Y  and 

    2;t s Y ). 

Let permutations 
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  be cycle-noncommutative. Then the 

permutation 
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     ) is mutu-

ally uniquely determined by specifying the powers 
  1 2, , ,

n
k k k k


  and 

  1 2, , ,
n

m m m m


  (or 
  1 2, , ,

n
t t t t


  and 

  1 2, , ,
n

s s s s


 ) if: 

1.    2 1il n   ,    2 1jl n    for ,i j ; 

2.  0 1i ik l    ,  0 1j jm l     for ,i j . 

These conditions are sufficient. 

Definition 2. Let permutations   and   be represented as the products of disjoint 

cycles: 
1 1 2 11 1 1 1 2L Li i i i i LA A A      

               , 

1 1 2 11 1 1 1 2L Lj j j j j LB B B      
               , where 

1 1l ll i iA  
    , 

1 1l ll j jB  
    , 1 l L  , 

0 0i  , 
0 0j  . Then the permuta-

tions   and   are called block-noncommutative if inequalities i j j i    , where 

1 1l li i i    , 
1 1l lj j j    , are true for each pair of blocks  ;l lA B , 1 l L  . 

The condition of block-noncommutativity of permutations   and   is more leni-

ent than the condition of cycle-noncommutativity. At the same time, it implies cycle-

noncommutativity between the corresponding blocks of permutations   and   and 

allows the elements within the blocks to be mixed in the results of the products 
1 1   

and 2 2  . 



Remark. Block-noncommutativity of permutations   and   retains the property 

of unique factorization of permutations of the type 
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      if each 

block  ;l lA B , 1 l L  , is uniquely factorized. 

 

3 Key Space Cardinality 

We now evaluate a cardinality of key space for the proposed key exchange method. A 

secret key to a cryptosystem is a tuple  , , ,k m t s  consisting of two pairs of vectors 
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 that are Alice’s and Bob’s secret 

keys. The following conditions must be met:  0 , 1i i ik t l    , 

 0 , 1j j jm s l    , where  il  ,  jl   are the orders of cycles 
i  and 

j , re-

spectively. Then the key space cardinality is equal to 
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We define the conditions under which the value   will be maximized. Since the 

order of cyclic permutation is equal to its length, the following equalities are true: 
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of permutations   and  , respectively. Then  
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, as well    n M e   and    n M e  . Because 

           , , , , ,M M n n l l Z       , then  
 

 
 

2

1 1

max

n n

i j

i j

l l

 

  
 

 
    
 
  , 

when  mod3 0M   ,  mod3 0M   ,     3n M  ,     3n M  , and 

    3i jl l    for ,i j . Then
         2 2 3

3 3
n n M M   


 

  . 

Thus, to achieve the maximum of key space cardinality, it is necessary to form 

permutations   and   as the product of disjoint 3-cycles. Under these conditions, 

the cardinality of the space of possible permutation   values is equal to 



      3 !
n

M


  


  . The cardinality of the space of possible permutation   

values depends on a method for its forming and requires additional research. 

Consider a few examples. 

Example 1. A permutation   cycle-noncommutative to a permutation   can be 

formed for    M M   as follows. Each of the cycles 
j ,  1 j n   , con-

tains one randomly selected element from each of the cycles 
i ,  1 i n   . If 

  3il   , then   3n    and    jl n   for j . Then the cardinality of the 

space of possible permutation   values is equal to    
 

3!
n 

   . Note that 

  3jl    for j  is possible only when     3n n   . 

Example 2. A method of forming a permutation   block-noncommutative to a 

permutation   may be as follows. Disjoint cycles are grouped into blocks of three: 

            1 2 3 4 5 6 1 2 2 1
, , , , , , , , , , , , ,i i i n n n  

              
. The first ele-

ment of a cycle 
i  is selected randomly from the elements of a cycle 

i , the second 

element – from the elements of a cycle 
1i 

, and the third – from a cycle 
2i 
. The 

first element of a cycle 
1i 

 is randomly selected from the rest of the elements of a 

cycle 
i , the second element – from the rest elements of a cycle 

1i 
, and the third – 

from a cycle 
2i 
. The elements of a cycle 

2i 
 are uniquely defined. Note that this 

method of forming   requires  
3

0n   . Then the cardinality of the space of pos-

sible permutation   values is equal to     
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4 Cryptographic System Description  

The method for factorial coding key exchange can be implemented in a cryptographic 

system, a block diagram of which is shown in Fig. 1. 

Two-way communication between Alice 1 and Bob 2 is exchanged on an open in-

secure duplex (half-duplex) communication channel 7 using transceivers 6 and 8. 

Alice and Bob have factorial codecs 3 and 9, shared key generators 4 and 10, as well 

as their own secret key generators 5 and 11, respectively. Let Alice creates a plaintext 

oS . Then codecs 3 and 9 perform transformations  K oFC S  and 1

KFC   (the opposite 

of transformation 
KFC ), respectively. These transformations depend on the shared 

key, permutation K . Factorial codec 5 generates a codeword CW , which is transmit-

ted by transceiver 6 through the open channel 7 to the Bob’s transceiver 8. The code-

word CW  is decoded in the codec 9. 

Own key generators 5 and 11 are independent generators based on random or 

pseudorandom processes. Alice’s key generator 5 creates four signals: , , ,k m  . The 

requirements for these variables are described above. Two permutations   and   



are sent over the insecure communication channel 7 to the Bob’s shared key generator 

10. Vectors ,k m  are transmitted to the shared key generator 4 and are kept secret by 

Alice. Bob’s own key generator 11 generates two signals ,t s  and transmits them to 

the shared key generator 10. Vectors t  and s  are keep secret by Bob. 

Factorial codec

3

Shared key 

generator

4

Own key 

generator

5

Transceiver

6

Insecure 

communication 

channel

7

Transceiver

8

Alice 1

, , ,k m 

K

Factorial codec

9

Shared key 

generator

10

Own key 

generator

11

Bob 2

,t s

K

1, ,Y 
1, ,Y 

2Y
2Y

CW CWoS oS

 

Fig. 1. A block diagram of a cryptographic system that transmits a cryptogram over an insecure 

communication channel 

The shared key generators 4 and 10 form a common transformation key K . For 

this, the shared key generator 4 generates a signal 
1Y  based on the values of signals 

, , ,k m   and transmits it to the shared key generator 10. In turn, the shared key 

generator 10 generates a signal 
2Y  based on the values of signals , , ,t s   and trans-

mits it to the shared key generator 4. Direct calculating of 
1Y  and 

2Y  values does not 

cause difficulties. Inverse calculating of k  and m  values from known  ,  , and 
1Y

, as well as t  and s  from known  ,  , and 
2Y  is practically impossible. 

Signal 
1Y  is formed in such a way as to correspond to the permutation on the set 

 0,1, , 1M   formed by the product of the other two permutations, 
1  and 

1 . The 

permutation 
1  is formed by exponentiation of permutation elements, which values 

are transmitted by signal  , to powers, which values are transmitted by signal 

  1 2, , ,
n

k k k k


 . The permutation 
1  is formed by exponentiation of permutation 

elements, which values are transmitted by signal  , to powers, which values are 

transmitted by signal 
  1 2, , ,

n
m m m m


 . 

Signal 
2Y  is formed in such a way as to correspond to the permutation on the set 

 0,1, , 1M   formed by the product of the other two permutations, 
2  and 

2 . The 

permutation 
2  is formed by exponentiation of permutation elements, which values 

are transmitted by signal  , to powers, which values are transmitted by signal 

  1 2, , ,
n

t t t t


 . The permutation 
2  is formed by exponentiation of permutation 



elements, which values are transmitted by signal  , to powers, which values are 

transmitted by signal 
  1 2, , ,

n
s s s s


 . 

Receiving signal 
2Y , the shared key generator 4 generates a signal K . It corre-

sponds to the permutation formed by the product of permutations transmitted by sig-

nals 
1 , 

2Y , and 
1 , and strictly in that order, 

1 2 1K Y    . Symbolically, the pro-

cess of calculating a shared key by Alice can be represented as follows: 
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i j
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              . 

Receiving signal 
1Y , the shared key generator 10 generates a signal K . It corresponds 

to the permutation formed by the product of permutations transmitted by signals 
2 , 

1Y , and 
2 , and strictly in that order, 

2 1 2K Y    . Symbolically, the process of 

calculating a shared key by Bob can be represented as follows: 

      
   

2 1 2 2 1 1 2 1 2 2 1

1 1

j ji i

n n
m sk t

i j

i j

K Y

 

           


 

              . 

Signals K  corresponding to the same permutation key formed by the shared key gen-

erators 4 and 10, are transmitted to the inputs of the codecs 3 and 9. There they are 

used to encode a plaintext 
oS  and decode a codeword CW , respectively. 

Similar to [8], we can show that the scheme of practical implementation of the 

proposed method may be different from shown in Fig. 1. Signals   and   may be in 

the public domain and not generated by the key generator of one of the parties. In 

addition, there may be significantly more than two parties. It is then advisable to place 

the value 
iY  of the i -th party to an open directory, a public file or directory, rather 

than transmit it between users each time. In this case, the two parties, i  and j , that 

establish a secure connection form a shared encryption key by computing 

ij i j iK Y     and ji j i jK Y    . 

5 Conclusions 

The proposed key exchange method allows forming a symmetric key, permutation, 

for data factorial coding without using a secure communication channel. 

This method can be used not only for factorial coding tasks. This is explained by 

the fact that the obtained permutation, being the key for factorial code, corresponds to 

a certain number in the factorial number system. This number can easily be represent-

ed in any other number system (binary, decimal, etc.). 

A detailed study of the cryptographic strength of the proposed key exchange meth-

od is an area for further research in this field. 
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