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Abstract. In this paper, we demonstrate our concept of emerging Named
Entities (eNEs) for the tasks of Emerging Knowledge Extraction and
Visualization in medical document corpora. We derive four use cases
that utilize eNEs in medical document corpora to support medical ex-
pert users accessing emerging knowledge. We design the visual Emerg-
ing Named Entity Recognition and Information Retrieval System (visual
eNER-IRS), supporting three of these use cases. We demonstrate proof-
of-concept emerging knowledge visualizations for the different use cases.
Finally, we present a detailed user evaluation of our visualization ap-
proach. The evaluation concludes that our approach helps users utilize
eNEs on a corpus and a single document level. Overall, this paper demon-
strates the benefits of our approach for the related project RecomRatio
by providing recent and emerging knowledge for evidence-based medical
use cases. Hence, the main contribution is a visualization of new med-
ical concepts and emerging knowledge in literature for medical experts
for supporting medical information, decision-making, and reporting in
medical research and treatment.
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1 Introduction and Motivation

This article is based on the results of a master thesis [6] and a dissertation
project at the Chair of Multimedia and Internet Applications at the University
of Hagen. Both works are related to the project Recommendation Rationalisation
(RecomRatio [2]). RecomRatio is a DFG funded research project that aims to
support expert health professionals during informed decision-making processes
(e.g., for or against a certain diagnosis/therapy) by providing evidence through
textual arguments found in the medical literature and documents. Within Re-
comRatio, we intend to make emerging Named Entities (eNEs) [12] and emerging
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Argument Entities available for Information Retrieval (IR) in medical document
corpora supporting medical argumentation engineering. Following our previous
work on this topic [9][12], medical eNEs are names for medical entities (e.g., for
diseases, drugs) that are in use in a medical document corpus (e.g., PubMed /
MEDLINE). Yet, they are not formally acknowledged through the expert com-
munity, i.e., by adding them to a medical vocabulary. In addition, to support
the underlying medical argumentation use cases within RecomRatio we defined
an emerging Argument Entity (eAE) as an argument that contains an eNE in
its premise or the conclusion element [14]. We argue that eNEs usually repre-
sent the most recent knowledge in a domain. Hence, emerging Named Entity
Recognition (eNER) aims to recognize them in the document corpus and make
them available for medical IR use cases. To recognize eNEs, we propose a hybrid
approach combining textual Natural Language Processing (NLP) with Machine
Learning (ML) techniques on temporal features [12]. Whilst our previous pub-
lications focused on the recognition of eNEs, here we explain why and how we
provide eNEs to the user through visual interfaces that support four use cases for
medical expert users. For our tasks presented here, we use two corpora: PubMed
MEDLINE Baseline 2020° (MEDLINE) and PubMed Open Access (PMC OA)
Subset?. Whilst the former generally only consists of the title and abstract, the
latter also contains the full texts, so we decided to use both for our Document
Engineering project. Between 1970 and 2019, the number of citations added to
MEDLINE grew from 219.337 entries per year to 1.406.789, based on our corpus
index statistic derived from our experimental corpora. So the yearly growth rate
increased by a factor 6.4 within 50 years. Furthermore, we outline how our work
links knowledge from these two corpora to the ClinicalTrials® document corpus.

2 State-of-the-Art and Related Work

Our work is related to the task of realtime Emerging Topic Detection in Mi-
croblogs as presented by Chen et al. [4], which also utilizes ML techniques on
non-textual features to detect emerging topics within microblogs. Our approach
differs as it does not focus on realtime detection, but long-term eNEs in a sci-
entific text corpus and therefore, it uses different non-textual temporal features
compared to Chen et al. [4]. Furthermore, our approach for eNER aims to recog-
nize eNE in scientific corpora and hence combine Document Engineering tech-
niques from traditional NER and ML. In recent work, Wang et al. [17] apply hot
topic detection to the field of academic big data, which they call Academic Hot
Topic Detection. Like our approach, they combine a textual NER approach in
the first stage with a feature learning approach. Their main features are a co-
occurrence graph and word embeddings amongst additional document related
features. In contrast, we focus on eNEs in a solely temporal way, not yet analyz-
ing whether these topics are “hot”, i.e. setting a trend of popular information

3 https://www.nlm.nih.gov/databases/download /pubmed_medline.html
* https://www.ncbi.nlm.nih.gov/pmc/tools/openftlist /
® https://clinicaltrials.gov/
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need/interest. The design of the visualization subsystem generally follows the
IVIS4BigData Framework introduced by Bornschlegl et al. [3]. The framework
describes a method to transform raw data from big data sources into “advanced
visual user interfaces for Big Data Analysis” to allow “efficient and effective”
Human-Computer Interaction (HCI). A major component of the IVIS4BigData
is a pipeline that consists of different steps to provide data insight and effectua-
tion based on raw data. These steps are Raw Data Collection, Data Structures,
Visual Structures, and Views. Between Data Collection and Data Structures, the
framework includes an analytics layer that comprises an analytical component
of the underlying big data use cases.

3 Visual eNER-IRS System Design

To design the visual Emerging Named Entity Recognition and Information Re-
trieval System (visual eNER-IRS), we apply a user-centered design approach
[13]. Therefore, we introduce the four use cases of the visual eNER-IRS, give
a brief overview of the general system architecture, and derive the architecture
of the visualization subsystem that will become the basis of the later Argument
Visualization System. Here, we focus on the visualization subsystem and explain
the underlying architecture briefly to ensure general understanding. A detailed
description of the eNER pipeline is given in [12, 11].

3.1 Use Cases of the Visual eNER-IRS

The visual eNER-IRS is intended to support four different information retrieval
use cases [11]. These are eNE retrieval support, document linking through NEs,
emerging Knowledge Discovery, and (later) emerging Argument Entity discov-
ery, as shown in Fig. 1. These four use cases are supported by one or two generic
visual use cases provided through the visualization subsystem. In the follow-
ing, we briefly introduce the four general use cases summarizing [11]. The first,
eNE Retrieval Support (see Fig. 1) aims at providing functionality that utilizes
eNEs to enhance and support several standard retrieval methods, like query
completion, filtering, faceted search, and boosting of ranking results depending
on eNEs. The associated visual use case is visual eNE Retrieval Support. This
visualization use case is intended to highlight eNEs during several steps of user
interaction with the retrieval system. The second general use case supported by
one visualization use case is document linking through eNEs. In this use case,
eNEs are utilized to provide a link between documents from different corpora.
For example, a user finds a clinical trial in the ClinicalTrials (CT) Corpus that
contains eNEs that represent new medical knowledge in the respective clinical
trial. Then these eNEs can be used to search for documents in another text
corpus, e.g., MEDLINE, to retrieve new and emerging knowledge from that text
corpus too. The associated visual use case Visual Linking through eNEs is in-
tended to provide an interactive graphical representation of that use case, i.e.,
a network graph showing links between documents from different corpora based
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Fig. 1. UML eNER-IRS Use Case Model [11]

on eNEs. The third general use case is visual emerging Knowledge Discovery.
This use case has an exploratory characteristic and enables users to explore new
knowledge on document level and the single emerging entity level. The associ-
ated visual use cases (visual eNE highlighting in documents, visual eNE detailed
views) provide views for both exploratory aspects, which means visual highlight-
ing of eNEs in selected papers and providing detailed information on selected
eNEs based on the textual and temporal analysis of the eNER-IRS. The fourth
use case is emerging Argument Entity Discovery. Based on emerging Argument
Entities (e.g., from a survey article) in arguments’ premises or conclusions, the
expert medical users can retrieve, link, and visualize arguments that cover the
most recent medical knowledge. This use case is not covered by this paper but
published in [10].

3.2 General Conceptual Architecture

Following the motivation and the three initial use cases, our architectural mod-
elling approach (see Fig. 2) for recognizing eNEs in a medical document and
query corpus combines methods from NLP, NER, IR, and ML [12,11]. Our ap-
proach follows the Model View Controller (MVC) paradigm [7].

Here, we focus on the conceptual design of the view layer that contains the
visualization components of the eNER-IRS. As the View layer interacts with the
controller layer, we introduce the controller layer for a general understanding.
A more detailed description and evaluation of the underlying eNER pipeline in
the controller layer is published in [12,11]. The core components of the con-
troller layer that are referenced in the View layer are the medical document
corpus, the baseline NLP and NER, the temporal features search engine, and
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Fig. 2. Conceptual System Architecture adapted from [11]

the temporal eNER Classifier. The medical document corpus is the indexed doc-
ument corpus containing all medical documents within the system. The baseline
NLP and NER provides the extraction of eNER candidates based on textual
features. The temporal features search engine extracts temporal features of the
eNE-candidates from the medical document corpus (e.g., year of first use). The
temporal eNER Classifier is the ML component that finally classifies eNE can-
didates based on these temporal features. Based on the extracted eNEs and the
baseline preprocessed documents, the emerging Argumentation Extractor aims
at identifying eAEs in arguments. It will rely on a state-of-the-art argumentation
mining framework, e.g., ArgumenText [16]. Following this overview of the core
eNER components in the controller layer in the next subsection, we introduce
the emerging knowledge visualization subsystem’s conceptual design.

3.3 Conceptual Design of the Visual Subsystem

The conceptual design of the visualization subsystem has to consider challenges
posed by the big data characteristics of the underlying document corpora and
vocabularies. Hence, to address these challenges for the visualization subsys-
tem’s conceptual design, we applied the IVIS4BigData Framework. In general,
IVIS4BigData aims to make big data resources available and beneficial for users
through visualization. Fig. 3 shows how we use the IVIS4BigData Framework to
transform raw textual data from medical corpora into views that allow medical
expert users’ visual data insight and emerging knowledge effectuation. Com-
pared to the full IVIS4BigData Framework in our work, the pipeline part and a
feedback channel (user empowerment) are implemented. Furthermore, we focus
on the end-user’s view, but we do not implement the views on the first three
components of the full IVIS4BigData pipeline. Textual Big Data Sources for our
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system are the two corpora PubMed and MEDLINE, as introduced above. The
raw textual data is collected in the medical document corpus from the system ar-
chitecture design (see Fig. 2). In the IVIS4BigData, the medical document corpus
refers to the“Data Collection” component. The analytics layer of IVIS4BigData
in our system design is represented by the two components that perform analytic
tasks (eNER) on the raw data and turn the raw data into data structures: The
baseline NLP and NER and the temporal eNER classifier in the controller layer
as described above. The following IVIS4BigData component “Data Structures” in
our work is represented by a JSON structure that encodes the mapping between
a corpus document and the automatically recognized eNEs. These mappings are
then transformed into a visual structure that is stored in a search engine index
whose Entity-Relationship Model (ERM) is shown in Fig. 4. The Article entity
has several attributes derived directly from the underlying corpus metadata,
such as Author, Abstract, or its corpus ID (e.g., for PUBMED / MEDLINE:
PMID). In contrast, Entity itself and its attributes are not taken from metadata
but extracted through the eNER-IRS. For example, those attributes contain the
Date Created (time of first use in the corpus), the name, and a possible category
of it. Hence, more generally speaking, the mapping introduced above maps al-
ready existing corpus knowledge to new knowledge extracted by the eNER-IRS.
The final component of the IVIS4BigData Framework is the eNER-IRS-GUI

Data b_ Data Visual )
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Fig. 3. Visual eNER based on IVIS4BigData [3].

that we discuss in the remainder of this paper. We present a prototypical proof-
of-concept implementation following the three initial use cases (eNE retrieval
support, document linking through NEs, emerging Knowledge Discovery) in the
following section.
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Fig. 4. Entity Relationship Model of Visual Structure [6]

4 Proof-of-Concept Implementation

This section describes the prototypical proof-of-concept implementation of the
visual eNER-IRS use cases based on the IVIS4BigData framework using several
methods and packages. First, we give a brief overview of the technical implemen-
tation followed by descriptions of each of the visual eNER-IRS use cases followed
by a description of the graphical user interface (GUI) aspects.

4.1 Technical Implementation

In the following, we describe the prototypical technical implementation of the
previously introduced visual eNER-IRS use cases based on eNEs. The underly-
ing concept of the Visualization Subsystem (see Fig. 1) can be considered as two
independent software systems based on the IVIS4BigData Framework as follows:
To transform data structures into visual structures (see Fig 4) as a first step,
we developed a batch application based on the Spring Batch Java-Framework. It
converts all the eNER-IRS output JSON files, including data about eNEs such as
its name and occurrences in medical documents, into processed and consolidated
XML files. These files are then indexed by Apache Solr to create the eNEs visual
data structures (IVIS4BigData: Visual Mappings). These files are also used in
another batch processing step that reads the raw data of the different medi-
cal corpus (PMC, ClinicalTrials), extracts relevant data attributes, and enriches
the data by adding information about entities such as MeSH concpets and eNEs.
Also, these XML output files are indexed by Apache Solr, and as a result, two
visual data structures for medical documents and eNEs are created. The second
system is a client-server architecture software based on the Spring Web Model-
View-Controller (MVC) Java-Framework. It generally reads the visual structure
data from Apache Solr and displays it on different web pages to provide the
described visual eNER-IRS uses cases (IVIS4BigData: View Transformations).
The web page design and functionality is based on frameworks such as Boot-
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strap® and jQuery’. Additionally, for the specific use case of visual linking and
highlighting of eNEs, we rely on the JS-Library D3.js® for diagram and PDF.js”
for document visualization. To transport data from server to client, multiple
REST API endpoints are available and tailored for the specific visual eNER-IRS
use case. In the following, the prototypical implementations of the use cases are
explained.

4.2 Visual eNE Retrieval Support

The document search enables users to browse through the different document
collections (PubMed, ClinicalTrials) easily with two filter categories (eNEs and
Medical Subject Headings): The main search field and the result of the document
search are displayed in the right view area. Above, next to the search field, there
is an additional button to control on which document collection the search should
be performed. Below, the matching documents, including title, publication date,
unique identifiers, entity categories, and source document collection, are listed
separately. The detailed view of a paper shows the authors, the assigned enti-
ties. If available, the abstract in which the assigned entities are highlighted, is
shown. The left sidebar contains all necessary controls to conveniently browse the
dataset of Emerging Named Entities and Medical Subject Headings. As a result,
the documents are filtered based on the selected entities. Furthermore, the sort-
ing of the search result can be influenced by the green Learning To Rank (LTR)
button next to the main search field. Generally speaking, the documents are
sorted by an individual score in descending order. This score is a measurement
for how relevant each document is for the given user query. The gray shaded
numerical value reflects the default sorting, whereas the green shaded value also
considers the information about eNEs. In detail, this score increases based on
the number of assigned eNEs and on whether the user query also matches these
entities. To improve user search experience, the main search field is extended by
an auto-completion functionality (see Fig. 5) that lists query suggestions from
multiple datasets based on the current user input. Depending on the selected
document collections, the first suggestions are made by matching document ti-
tles and eNEs. Also, further suggestions derive from the entity categories eNFEs
and Medical Subject Headings (see Fig. 6). Selecting an entity suggestion results
in automatically adding the entity as a filter criterion in the left sidebar.

4.3 Visual Linking through eNEs

The relationships between entities are created once multiple entities appear in
a single document. The greater the number of documents in which two related
entities appear, the closer their relationship is. Such relationships can be re-
searched interactively with the help of the network graph accessible under the

6 https://getbootstrap.com/

" https://jquery.com/

8 https://d3js.org/

? https://morzilla.github.io/pdf.js/getting_started/
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Fig. 5. Visual eNER-IRS: Autocompletion for User Query [6].

navigation item Emerging Named Entity Graph (see Fig. 7). In the left sidebar,
all entities with at least one relationship are displayed. The list can be filtered
regarding type, reference, and name. Additionally, the list automatically updates
once an entity is selected by only showing entities in a direct relationship. The
network graph itself is shown in the right view area and refreshes automatically
once the entities’ selection is updated. A node represents each chosen eNE, and
its size depends on the total number of documents from the different collections
it is assigned to. The links between nodes display the connecting documents,
and their amount is represented by edge width. By clicking on the link details
of the relationship are revealed.

4.4 Visual eNE Highlighting in Documents

The detailed view of a document contains all mandatory attributes such as
title, unique identifiers, document collection and also optional attributes such
as authors, assigned entities (eNEs and non-eNEs (MeSH)) and the abstract or
original PDF-document. The availability of the optional attributes depends on
the collection source of the document. For example, only for documents from
the PubMed Central Open Access (PMCOA) collection, the original document
in PDF-format can be displayed. In the left sidebar, the assigned eNEs and non-
eNEs are listed as interactive buttons. Also, these entities are highlighted in the
continuous text of the abstract or the PDF-document, if available (see Fig. 8).
In case of viewing a PDF-document, additional buttons to page backwards and
forwards and download the document are displayed. For eNEs, the interactive
button can be expanded to a drop-down list showing all the document pages on
which the term appears.
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Fig. 6. Visual eNER-IRS: Search for Medical Documents [6].

4.5 Visual eNE Detailed Views

This visual eNER-IRS use case provides the highest interaction between expert
medical users and the eNER-IRS processes. Hence, the user can acknowledge or
reject an eNE candidate suggested by the eNER-IRS. The requested feedback
(and the respective interface) is intentionally binary (ACKNOWLEDGE / RE-
JECT), keeping in mind that expert medical users may lack data science knowl-
edge to give a more differentiated assessment. However, for those expert medical
users with data science / ML skills, the visualization provides two metadata
parameters from the eNER-IRS for their decision process. The data types of the
result set of the ML process for this visual eNER-IRS use case are terms/tokens
representing eNEs and temporal (statistical) metadata derived from the big data
analysis of the temporal feature search engine. Besides the temporal metadata,
the classification threshold from the underlying eNER-IRS component is dis-
played (see Fig. 9).

The detailed view of an entity contains all mandatory attributes. These are
unique identifiers, category, type, name, and also optional attributes such as
references to documents from different collections, overall frequency, and multiple
dates related to the creation, revision, and establishment (See Fig. 10). The
buttons in the left sidebar grouped by document collection reflect the related
entities. An additional bar chart showing the frequency of occurrence on an
annual basis is displayed depending on data availability. Two drop-down lists
can change the plotted range of years on the right side above the diagram.
Additionally, related entities’ occurrence data can be added interactively by the
buttons shown on the right-hand side.
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Fig. 7. Visual Linking through eNEs [6].

5 Evaluation

5.1 Evaluation Methodology

The evaluation primarily follows a task-oriented evaluation approach which ad-
ditionally includes the UMUX methodology to assess the perceived usability [5,
8]. It is based on a 20-page questionnaire which is included as auxiliary mate-
rial. Nine participants contributed to the evaluation. They belong to the user
stereotypes Medical User, Information Retrieval Fxpert, Science and Engineering
FExpert and other.

5.2 Test Questions

Based on the first preparatory study results, we designed three medical test
scenarios described in the questionnaire. The test scenarios aim to figure out
to which extent users can use the eNER-IRS visualization to fulfill particular
use case scenarios. For each scenario, the questionnaire provides a detailed task
description:

1. Medical Document Search In this scenario, an exemplary search for medical
documents is conducted. The search includes, on the one hand, the filtering
of search results and on the other hand the visual highlight of Emerging
Named Entities. In particular, the highlighting of eNEs enables the user to
perform a context-sensitive and professional evaluation of the terms.

2. Details of eNEs This scenario covers the detailed consideration of all the
available information about Emerging Named Entities.

3. Relationships between eNEs This scenario shows how the use and config-
ure the network graph to identify and investigate the relationships between
eNEs.
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Fig. 8. Visual eNE Highlighting In Documents [6] (Article: [15]).

For each of the scenarios, we defined 2-5 multiple choice test questions (TQs).
For each T(Q, one or more answer options are correct. Users’ answers with all
correct answer options are classified as correct, with some correct answer options
as partly_correct and with no correct answer options as wrong. Fig. 11 shows the
evaluation for the test questions (overall results and results per question). turns
out that there is a share of > % of correct or partially correct answers for all
three scenarios. This finding concludes that, in general, users were able to fulfill
the three test scenarios defined above. However, within the questions of the par-
ticular scenarios, a variance regarding the outcome can be observed. In scenario
(1), the TQO4, and scenario (2), the TQO06 has an outcome of correct answers of
< 0.5. TQO4 deals with the highlighting of single eNEs in a document, TQO06 is
about ranking statistics. This finding concludes that only the visualization de-
tails must be improved while the overall system is usable and performs well.users

were able

5.3 Usability Metrics

The goal of this step is to assess the perceived usability of the user based on ISO
9241-11. Therefore, the Usability Metric for User Experience (UMUX) with its
four-item Likert scale is used [5]. with the following questions:

— Q01 The system’s capabilities meet my requirements.

Q02 Using [this system] is a frustrating experience.

— QO3 [This system)] is easy to use.

— Q04 I have to spend too much time correcting things with [this system)].

First, Fig. 12 shows the results of Q01 and QO03.
It turns out that a more than 0.5 of the participants gave a positive or neutral
assessment for both questions. However, for Q03, turns out that a significant
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Fig. 9. Acknowledgement of eNEs [6].

portion of participants do not think that the system is easy to use. We argue
that this is not surprising but emphasize that the system is an expert system
that may require more extensive training to be used beneficially. Secondly, Fig.
13 shows the results of Q02 and Q04, now with a reversed colour scale compared
to Fig. 12 as explained before.

Again, turns out that more than half of the participants have a positive or
neutral assessment regarding Q02 and QO04.

Thirdly, we plot the mean results and the standard deviations for all ques-
tions (See Fig. 14). The plots of the mean and standard deviation show reflect
the results introduced earlier. For Questions Q01 and QO03, the mean is greater
or equal to the neutral assessment, while for Q02 and Q04, it is below. We argue
that the relatively strong standard deviations result from the heterogeneous par-
ticipant group evaluating our system, with different experiences in the medical
domain, and using expert retrieval systems.

Overall the usability evaluation showed a positive outcome, leading to the
conclusion that the system, in general, has reliable usability whilst there are
again improvements in visualization details. Furthermore, it shows the need for
sufficient training on the system for users inexperienced in using expert systems
or who are new to the medical domain.

5.4 Added Value in Professional Terms

The following questions are intended to assess the added value in professional
terms related to certain areas in the prototypical application. In contrast to
UMUX, here the 5-point Likert scale is used to express how much the tester
agrees (b) or disagrees (1) with a particular statement [1], (Neutral: (3), N/A:

(0)):
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Fig. 10. Visual eNE detailed views [6]

— Q05 The possibility to filter medical documents with the help of eNEs can
generate a true added value during the research process.

— Q06 The visually highlighted eNEs in continuous text and original medical
documents support the assessment in terms of their quality and professional
relevance.

— QO7 The possibility to download the original medical document with visually
highlighted eNEs allows distributing the information with expert colleagues
simply.

— QO8 The interactive bar chart is a valuable visualization to display the oc-
currences of eNEs.

— Q09 The interactive network graph is a valuable visualization to display the
relationships between eNEs.

— Q10 The visualized relationships between eNEs support the assessment in
terms of their quality and professional relevance.

Fig. 15 envsisions the results of the questions above.

Here, turns out that again all questions have a neutral or better outcome
in more than half of the answers given. Except for Q08, more than 50% have
a better than neutral outcome. The high ratings for Q05, Q06, and Q09 are
promising. These questions reflect the core of our work and our use case. They
show that our concept of eNE and its utilization within information retrieval
use cases and their visualization are seen as beneficial by most participants. In
contrast, the questions Q07 and QO8 focus on detail visual implementations.
They emphasize that there is room for improvement regarding the aspects of
the visualization. Again, we plotted the mean results per question, including the
standard deviation (see Fig. 16).

For all questions, it shows mean values significantly above the neutral value
of (3). Question seven has the strongest standard deviation, while the other stan-
dard deviations are more moderate. That again reflects a strong variance among
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the participants when it comes to using a detailed implementation feature. The
high means for questions Q05, Q06, and Q09 demonstrate that our concept of
eNEs and their visualization is useful and beneficial amongst the participants.

6 Conclusion and Discussion

In this paper, we outlined a complete workflow utilizing and visualizing our
concept of emerging knowledge represented by eNEs. We introduced four visual
use cases to utilize eNEs by medical experts in document corpora. We derived
a system design for recognizing and visualizing them to support medical re-
trieval and argumentation use cases. We designed a visualization subsystem on
the IVIS4BigData Framework, visualizing eNEs in documents and document
corpora and demonstrated a proof-of-concept implementation. Our evaluation
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indicated that our three use cases and their four visualization could help expert
medical users searching for document-based medical evidence. Furthermore, we
identified items for improving our concept in visual details. We showed the ne-
cessity for sufficient user training with the complex task of eNER in a medical
document corpus. Concerning future work, we outlined the emerging Argumen-
tation Extraction system.
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