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Abstract  
There are growing signs of discontent with the anti-social behavior expressed on social media 

platforms. Harnessing the power of machine learning for the purpose of detecting and 

mediating the spread of malicious behavior has received a heightened attention in the last 

decade. In this paper, we report on an experiment that examines the predictive power of a 

number of sparse and dense feature representations coupled with a multi-level ensemble 

classifier. To address the research questions, we have used PAN 2021 Profiling Hate Speech 

Spreaders on Twitter task for English language. The initial results are encouraging pointing 

out to the robustness of the proposed model when evaluated on the test dataset.  
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1. Introduction 

Users’ opinions and beliefs are on full display on social media platforms [24], where freedom of 

expression, diversity and inclusion should be at the forefront. Harnessing user-generated text on the 

web has been the playground for social analytics. It usually implies processing of linguistic information 

that sheds light on the complex phenomena of human nature and behavior. Regrettably, the platforms 

have been used for spreading fake news, abusive language and hate speech by people that hide behind 

the anonymity that the web offers [5]. And as potentially harmful antisocial behavior polarized public 

opinion in recent times, the demands for swift reactions from social media platforms are growing louder. 

Analysis of anti-social behavior has emerged as a critical requirement for achieving a competitive 

edge in social media. A number of problems fall under the umbrella of anti-social behavior, including 

identifying one’s prejudice expressed towards an individual or a particular social group. Hate speech in 

online text refers to expressing someone’s view by using abusive and threatening language toward an 

individual or a social group, usually targeted on the basis of race, ethnicity, religion, gender, or sexual 

orientation. 

The major limitation in the empirical research on detecting anti-social individual and collective 

behavior lies in the failure to construct benchmarking datasets for detecting spreaders that simulate 

scenarios comparable to realistic situations. The nuance and subtlety of language and word choices 

someone makes is just one aspect of someone’s hostile and threatening attitude toward others. Insights 

into potential spreader’s personality and their online profile, the history of their behavior and structural 

properties of their interaction exchanges and relationships on social media [14] might further augment 

the predictive models. 
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The dataset used in our study was offered by PAN’s 2021 Author Profiling task [2] - Profiling Hate 

Speech Spreaders on Twitter [18]. The research objective was to determine whether the author of a 

given Twitter feed has been spreading hate speech or not. The task was multilingual, namely, two 

datasets for independent analysis were offered, one in English and the other in Spanish language2. In 

our research, we have addressed the problem of detecting hate speech spreaders writing tweets in 

English. 

Extracting social knowledge and meaning from users’ contributions poses recurrent challenges for 

natural language understanding and machine learning. An extensive body of research has been done to 

address the issues of detecting abusive language and hate speech. The integration of a number of 

linguistic features, such as lexicons, psycholinguistic features, n-grams, hashtags and different types of 

distributed word embeddings has facilitated the process of unravelling the linguistic indicators of 

abusive language and hate speech in online posts [10, 20]. This task has been approached from 

noticeable distinct positions, including some researchers advocating the use of deep learning models as 

well-suited approach for experimental investigation on unlabeled and large datasets [10, 20]. 

After a brief summary of related research presented in Section 2, we introduce the datasets and 

present the details of the adopted methodology in Section 3. The findings and the interpretation of the 

results are presented in Section 4, while the last section concludes the paper and points to direction for 

future research. 

2. Related work 

Studying online human behavior is recurrently challenged by the gaps in the knowledge and models 

of the processes and driving forces underlying it. The present work draws on previous research on 

detecting abusive language and hate speech in online posts. The inherent ambiguity of language and the 

subjectivity of people’s perceptions i.e., what should be considered abusive or hate speech, have 

resulted in various classification schemes and scoring methods to be proposed [19, 23]. The terms such 

as: abusive, hostile, discriminative, offensive, cyberbullying, and profanity language have been 

associated with the wide-spread problem under investigation. 

The scarcity of large realistic datasets labeled for ground-truth presents a bottleneck in studying 

language indicators of anti-social behavior. Crowdsourcing, users’ feedback and ratings as well as semi-

supervised learning have been utilized to remedy the problem. The variety of proposed models i.e., sets 

of linguistic features and classification algorithms they rely upon, matches the subtle differences in the 

tasks and data at hand. 

Language modeling using n-grams are frequently used in automatic hate speech detection and a 

number of tasks closely related to it [5, 6, 8, 11, 12, 15, 16]. Other low-level features besides words and 

characters [5, 6, 12, 15], such as part-of-speech tags [8, 16] and dependency relationships [5, 6, 7, 11, 

16] have also been utilized for predictive modeling. 

Various types of lexicons and dictionaries have been used to identify the presence of words 

representing different forms of verbal abuse, such as: insults, swear words and profanities [5, 6, 7, 11, 

16, 25, 27]. The empirical evidence highlights the relevance of psycholinguistic features as linguistic 

indicators for detecting abusive or hate language in online text. Frequencies of personal pronouns, verbs 

or nouns have been prominently used in the predictive models [11, 16]. 

A number of researchers have endeavored to improve the classification accuracy by incorporating 

sentiment analysis in their modelling approach. A text expressing hateful and threatening language 

toward a targeted person or group is more likely to contain high frequency of negative sentiment words, 

so sentiment-related features extracted from variety of sentiment lexicons often complement the feature 

sets [4, 8, 11, 13, 21]. Sentiment-based analysis was employed to filter out objective tweets before 

proceeding with hate speech detection analysis on the subset of subjective tweets only [11]. 

A variety of machine learning algorithms have been employed for abusive and hate speech detection, 

such as Support Vector Machines (SVM) [1, 6, 12, 22], Random forests [1, 6] and Logistic regression 

[1, 9]. Current technological trends in deep learning has real potential for advancing the endeavor of 

detecting online malicious behavior, although the supervised approaches face the challenge of learning 
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from rather small currently available datasets [1, 22, 26]. Integration of distributed word or paragraph 

representations (embeddings) regularly used in deep learning approaches have been related to 

performance gains on a number of datasets [1, 9, 22, 26]. 

Our modeling approach on the task of identifying users spreading hateful tweets was inspired by the 

work of Buda and Bolonyai [3]. Our research also adopts the ensemble learning approach to avoid 

overfitting, however the number and the type of features in our model differs. Aiming for building a 

more robust and generalized model, we propose a multi-level stacked ensemble model that serves both 

purposes, dealing with curse of dimensionality as well as gaining better predictive performance. 

3. Methodology 

To address the research question of using linguistic analysis for automatically detecting hate speech 

spreaders, we have conducted extensive experiments on a diverse set of features and various types of 

traditional machine learning algorithms stacked as a multi-level ensemble learning model. After short 

introduction of the dataset on which our model was trained and evaluated, this section offers details of 

the proposed model and the phases in which the training of the multi-level ensemble model was 

conducted. 

3.1. Dataset 

The dataset used in our study was made publicly-available for the PAN 2021 Profiling Hate Speech 

Spreaders on Twitter task. The training dataset contains Twitter feeds (200 tweets) of 200 users 

classified as hate speech spreaders or not. Some preprocessing of the training dataset has been done by 

the organizers, namely, for each tweet, the URLs, hashtags and user mentions were substituted with 

standardized tokens. 

3.2. Multi-level ensemble learning: Phase 1 

The multi-level stacked ensemble model proposed in this research is presented in Figure 1. The 

inclusion of several machine learning classifiers in a stacked architecture that uses optimization at each 

level serve two purposes: 1) dimensionality reduction and 2) increased predictive performance. 

 

 
Figure 1: Multi-level ensemble learning model. (HyperOpt denotes hyper-optimization, Conc. denotes 
vertical concatenation, Best Params are the parameters chosen after hyperparameter optimization. A 
shorthand names of the classifiers SVM, RF, LM are used for Support vector machine, Random forest 
and Logistic regression, respectively. Enumerations corresponds to the phase in the training.) 
 

At the first level of our multi-level ensemble learning, the low-level sparse feature vectors were 

generated. A variety of features were extracted from the training data, following some suitable 

preprocessing steps. A feature vector that represent each user’s Twitter feed was generated, denoted as 



Feature vector 1 in Fig. 1. Three classifiers, SVM, Logistic regression and Random forests were used 

at this level of training – Phase 1. 

3.2.1. Sparse feature representation 

A description of sparse n-gram-related features used at the first level of the ensemble model follows. 

 TF-IDF weighted n-grams (unigrams, bigrams and their combination) were used and 

optimized for each classifier. The preprocessing techniques preceding the weighted TF-IDF 

extraction were: 1) expansion of shortened form of words, 2) substitution of emojis and 

emoticons with appropriate words or phrases, 3) removal of Twitter-specific elements (e.g., 

URLs, hashtags, user mentions and number of retweets - RTs), 4) conversion of characters to 

lower case letters, and 5) removal of non-alphabetical characters. In the case of unigrams, stop 

words were ignored and skipped. Each TF-IDF vector on a user level was normalized to be of 

unit length. 

 TF-IDF character n-grams of two-, three and four-characters lengths were generated in a 

similar fashion. The minimum overall document frequency of character n-grams were 

optimized for each classifier. Converting the characters into lower case letters was the only 

preprocessing step performed. Each TF-IDF vector was normalized. The use of character n-

grams was twofold: 1) to mitigate the effect of spelling variations, and 2) to take into account 

characters such as: numbers, punctuation marks and emojis that were removed by preprocessing 

steps in other vector representations. 

 Typed dependencies were extracted using Stanza’s dependency parser, after preprocessing 

steps for substituting emojis and emoticons, and removing Twitter-related elements (e.g., 

URLs, hashtags, user mentions and RTs). All available typed dependencies (65 without the 

“ROOT” dependency) were used as a vocabulary and a vector of their frequencies for each 

user’s feed were constructed. Each vector was normalized to be of unit length. The rationale 

for the inclusion of deeper syntactic information that captures long-distance relationships was 

guided by previous research pointing to performance advantage when dependency structure is 

coupled with simple n-grams [5, 6]. 

3.2.2. Optimization Phase 1 

At the first level (Phase 1) of our multi-level ensemble learning, the low-level sparse feature vectors 

were passed through each of the three classifiers (the leftmost pane labeled Phase 1 in Fig 1). The 

hyperparameters of the classifiers were optimized – their names and the values that were explored are 

shown in Table 1 in shaded rows. The feature vectors of the model at this level have been selected by 

using a cross-validated grid search. Table 1 contains the list of features and values we have 

experimented with (non-shaded rows). The parameters and features not included in the table were set 

to their default values. 

The hyperparameters of the classifiers and sparse feature vectors of the best performing model 

chosen during the optimization process in Phase 1 are shown in Table 2. 

3.3. Multi-level ensemble learning: Phase 2 

At the next level of the ensemble learning, the model was extended with a new set of sentiment-

related and psycholinguistic features. 5-fold cross-validation was used to prevent overfitting. The same 

types of classifiers as in Phase 1 were used, namely, SVM, Random forest and Logistic regression 

classifiers. The output of the classifiers at the first level i.e. the probability predicted by each classifier 

has been concatenated with the new feature set as shown the middle pane labeled Phase 2 in Figure 1. 

 

 

 

 



Table 1 
Optimization of each classifier’s hyperparameters and the features of the model in Phase 1. The 
parameters not included in the list have default values. 

Classifier Parameter Values 

SVM 1 Regularization coef. (C) {1, 10, 100, 1000} 

Word n-gram order (w_ord) {(1,1), (1,2), (2,2)} 

Word n-gram minimum document 
frequency (w_min) 

{3, 4, 5, 6, 7} 

Character n-gram order (c_order) {(2, 2), (3, 3), (4, 4)} 

Character n-gram min. doc. frequency 
(c_min) 

{3, 4, 5, 6, 7} 

Logistic regression 1 Regularization coef. (C) {0.1, 1, 10, 100, 1000} 

Word n-gram order (w_ord) {(1,1), (1,2), (2,2)} 

Word n-gram minimum document 
frequency (w_min) 

{4, 5, 6, 7} 

Character n-gram order (c_order) {(2, 2), (3, 3), (4, 4)} 

Character n-gram min. doc. frequency 
(c_min) 

{6, 7, 8, 9} 

Random forest 1 Number of trees in the forest 
(n_estimators) 

{100, 300, 400} 

Minimum number of cases on each leaf 
(min_samples_leaf) 

{7, 8, 9, 10} 

Word n-gram order (w_ord) {(1,1), (1,2), (2,2)} 

Word n-gram minimum document 
frequency (w_min) 

{4, 5, 6} 

Character n-gram order (c_order) {(2, 2), (3, 3), (4, 4)} 

Character n-gram min. doc. frequency 
(c_min) 

{4, 5, 6} 

 

 

Table 2 
Optimized hyperparameters and features of the best performing model in Phase 1. 

Classifier Optimized parameter and feature values 

SVM 1 C = 1, w_ord = (1,1), w_min = 5, c_order = (2, 2), c_min = 5 
Logistic regression 1 C = 100, w_ord = (1,2), w_min = 5, c_order = (3, 3), c_min = 7 

Random forest 1 min_samples_leaf = 9, n_estimators = 400, w_ord = (1,1), w_min = 4, 
c_order = (4, 4), c_min = 6 

 

3.3.1. Lexicons 

For the purposes of sentiment analysis and hateful terms recognition, a couple of lexicons were used. 

Hatebase3 database was used as a dictionary of English words carrying hateful connotation. 

A number of publicly-available sentiment lexicons, namely, NRC-VAD4, AFINN-1115 and 

SentiStrength6, were utilized for the purpose of this research. Since, NRC-VAD (Valence, arousal and 

dominance lexicon) has valence scores ranging from 0 to 1, while the values in the AFINN-111 and 

SentiStrength range from -5 to 5, all scores were normalized in the range [0, 1]. The NLTK’s 
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SentiWordNet lexicon was also integrated, which includes a positive and a negative score for each 

word, both ranging between 0 and 1. The overall score for a word was calculated as the difference 

between the positive and negative score, and then scaled into the range [0, 1]. Since a word might be 

present in more than one lexicon, we have given priorities to the lexicons. The presence of a word was 

searched in the lexicons in the following order, SentiWordNet, followed by NRC-VAD and AFINN-

111, while SentiStrength was at the end of the priority list. 

3.3.2. Dense feature representation 

A number of sentiment and hateful lexicon-related features were used in Phase 2 of the learning 

process. At the onset of this phase, few preprocessing steps were taken: 1) expanding of contractions, 

2) substituting emojis and emoticons with words or phrases, 3) removal of Twitter-specific elements 

(e.g., URLs, hashtags, user mentions and RTs), 4) converting of all characters to lower case letters, and 

5) removal of non-alphabetical characters. 

Different wordforms contained in the lexicons were handled in the following way. If a word is found 

in a lexicon, then its valence values were retrieved and used to calculate several sentiment-related 

frequencies. If the word was not found, then its lemma or stem is tried to match the lexicon items. 

Lemmatization, stemming and POS tagging were done with NLTK’s WordNetLemmatizer, Porter 

stemmer and pos tagger. Similar procedure was used to check the words presence in the hateful lexicon. 

Valence shifting related to negations was taken into account; the valence of a word proceeded by a 

negation word (e.g., not, none, never) was switched to the valence of opposing emotion7. The following 

lexicon-related features were taken into account: 

 Number of positive words. A word is considered positive if it has a sentiment value above 

0.5. 

 Number of negative words. A word is considered negative if it has a sentiment value bellow 

0.5. 

 Number of neutral words. A word is considered neutral if it has a sentiment value equal to 

0.5. 

 Number of unknown words. A word is considered unknown if it is not present in any of the 

lexicons. 

 Overall sentiment mean value and standard deviation. For every user in the dataset, the 

mean value and standard deviation of the overall sentiment polarity was calculated as the sum 

of the sentiment values of the positive and negative words contained in each tweet of the author. 

 Number of hateful words. 

The following stylistic features were calculated for each user (their entire Twitter feed) without any 

preprocessing: 

 Word and character lengths mean value. 

 Word and character lengths standard deviation. 

 Word and character minimum and maximum lengths. 

 Word and character lengths range. 

 Number of Twitter-specific elements: URLs, hashtags, user mentions and retweets were taken 

on a user level. 

 Type-token ratio is a stylistic feature, measuring the lexical diversity of the style of each 

author. 

3.3.3. Optimization Phase 2 

The middle pane labeled Phase 2 in Figure 1 shows the next phase in the ensemble learning process. 

The same type of classifiers, SVM, Logistic regression and Random forests were used at this level of 

training. 
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The input of each classifier represent a concatenated vector consisting of two elements: 1) the output 

of the best performing model (classifiers) in Phase 1 (their predicted probability) and 2) dense lexicon-

related feature vector, denoted as Feature vector 2 in Figure 1. 

A 5-fold cross-validation was used to avoid overfitting of the model. The optimization of each 

classifier’s hyperparameters and the grid search optimization of the selected features has been 

performed. Table 3 shows the parameter values we have experimented with, while Table 4 contains the 

hyperparameter of the best performing model in Phase 2. 

 

Table 3 
Optimization of each classifier’s hyperparameters and the features of the model in Phase 2. The 
parameters not included in the list have default values. 

Classifier Parameter Values 

SVM 2 Regularization coef. (C) {1, 10, 100, 1000} 
Logistic regression 2 Regularization coef. (C) {0.1, 1, 10, 100, 1000} 

Random forest 2 Number of trees in the forest (n_estimators) {100, 300, 400} 

Minimum number of cases on each leaf 
(min_samples_leaf) 

{5, 6, 7, 8, 9, 10} 

 
 

Table 4 
Optimized hyperparameters and features of the best performing model in Phase 2. 

Classifier Optimized parameter and feature values 

SVM 2 C = 1 
Logistic regression 2 C = 10 

Random forest 2 min_samples_leaf = 8, n_estimators = 300 

 

3.4. Multi-level ensemble learning: Meta-learning Phase 

The final phase of the proposed multi-level ensemble model learning, shown in the rightmost pane 

labeled Meta-learning phase in Fig. 1, employs four classifiers: Majority, Nearest centroid, Logistic 

regression and the Ridge classifier. The probability predictions of the best performing classifiers of the 

previous Phase 2, were fed into the meta-learning classifiers. The four meta-learner classifiers were 

trained on the training set and tested on the development set. Instead of splitting the training dataset, 5-

fold cross-validation was used. 

The hyperparameters of the Logistic regression and Ridge classifiers were optimized using 5-fold 

cross-validation grid search. The best performing meta classifier was the Ridge classifier, which was 

selected as a meta-learner classifier in the final version of our stacked ensemble model. The best values 

of the Ridge classifier’s hyperparameters were the default ones, with the exception of alpha (best 

performance for value 1). 

3.5. Prediction with the ensemble model 

The trained multi-level ensemble model was tested on the test dataset through the TIRA platform 

[17], in the manner shown in Figure 2. The sparse feature representation (Feature vector 1) were 

generated for each test data sample (200 tweets for each user) and fed into the three classifiers (Phase 

1) to get the initial probability predictions. The output of the first phase of the learning process were 

concatenated with Feature vector 2, which was extracted from each test sample. The concatenated dense 

vectors served as input of the classifiers of the second phase that produced new probability predictions. 

At the final phase, the meta-learner classifier predicted the label of the test sample. During testing, the 

mean and standard deviations of the trained model features were used. 

 



 
Figure 2: Prediction with the trained multi-level ensemble model. (HyperOpt denotes optimization of 
hyperparameters, Conc. denotes vertical concatenation, Best Params stands for the best parameters 
chosen after hyperparameter optimization. A shorthand names of the classifiers SVM, RF, LM are used 
for Support vector machine, Random forest and Logistic regression, respectively. Enumerations 
denote the phase in the training in which a particular classifier and model belongs.) 

 

4. Results 

The evaluation metric proposed by the organizers of the PAN 2021 Profiling Hate Speech Spreaders 

on Twitter task was accuracy, so we report on the findings of the training and testing of our ensemble 

model in Table 5. The performance during training is given as a cross-validated average accuracy of 

the best performing version for each classifier in the ensemble independently. The accuracy of the best 

performing ensemble model obtained on the development and the testing dataset are also shown. 

 

Table 5 
Performance results on the training and testing dataset. Enumeration in classifier names denotes their 
level/phase in the multi-level ensemble model. 

Model Dataset Accuracy 

SVM 1 Training dataset 65.9% 

SVM 2 64% 

RF 1 69% 

RF 2 67% 

LR 1 65% 

LR 2 65.9% 

Multi-level Ensemble 62% 
Multi-level Ensemble Test set 70% 

 

It should be noted that the variations of +-5% in the performance of the classifiers observed during 

training, strongly suggest that some samples in the training dataset were more informative then others. 

We could hypothesize that a larger training dataset would stabilize the predictions and improve the 

performance of the ensemble model. 

The unexpected degradation of the performance between phases yielded by the SVM and Random 

forest classifiers should be further investigated. The performance of the third Logistic regression 



classifier was improved, pointing out that future exploratory analysis on the selection of feature sets 

might improve the overall quality of the ensemble. Furthermore, the lower accuracy results obtained by 

the ensemble model on the development set, indicate some future research direction for improvement. 

The accuracy of 70% obtained on the unseen instance during testing, shows that the multi-level 

ensemble model outperforms the average accuracies obtained during training, pointing to the 

generalization power of the model. 

5. Conclusions 

This paper aims to contribute to research pertaining to detecting anti-social behavior, in particular 

spreading hate speech on social networks. A variety of sparse and dense feature representations have 

been explored, and used in conjunction with a multi-level stacked ensemble learning. The accuracy of 

70% yielded on the test set is a promising evidence of the generalizability of the model.  

Motivated by the insights gathered during our experimental study, we select few avenues for future 

research that are worth exploring. In particular, alternative combinations of preprocessing steps, feature 

sets, and representational models should be experimented with. The inclusion of additional 

psycholinguistic features, such as: the frequencies of using personal pronouns, verbs, articles, etc. might 

be more informative in modeling a particular user’s characteristic and behavior. Consideration of 

transfer learning, pretrained vector embeddings and other machine learning methods including deep 

learning are expected to further advance the robustness of the model. 
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