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Abstract
In this paper, we describe our solution for the task “Profiling Hate Speech Spreaders on Twitter” pro-
moted by PAN CLEF 2021. The task is to identify user profiles that promote hate speech on social
media Twitter. Data for 200 users has been made available – each user has a set of 200 posts and the
corresponding label (hate speech propagator or not). Our solution consists of exploiting several text
representations and classifiers available in the literature. Based on the predictions of the classifiers esti-
mated with nested cross-validation in the training set, we reach a consensus between the best results to
obtain a final prediction. Our solution reached an accuracy of 63.0% for English language and 79% for
Spanish. To guarantee the reproducibility of our solution, all the documentation and code is available
on github 1.
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1. Introduction

In this paper we describe our participation in PAN @ CLEF 2021 [1]. This edition looks for
solutions to identify profiles of hate propagators [2], where hate is defined as any communication
that depreciates a person or a group. From the identification of the profiles, it is possible to
avoid the spread of hate speech, keeping the social network healthier.

We treat this problem as a binary text classification task. In this context, a user profile is
represented by the set of textual posts she has issued in the social network altogether. For the
sake of classification, such textual data can be represented in several ways (e.g. TF-IDF, word
embeddings, text graph), each representation capturing or focusing on a different aspect of
the classification task. For instance, the traditional TF-IDF representation captures statistical
aspects of the text and the specificity of certain words in the collection (IDF component). Word
embeddings are vectorial representations of words, sentences and whole documents aimed at
capturing word co-occurrence patterns and contextual information.

Our solution is simple yet very effective. We rely on a majority voting of several classifiers
exploiting these different representation based on the assumption that those combinations
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(representation/classifier) are complementary and can be effectively combined for improving
the classification task. We exploit 4 representations (word tfidf, char tfidf, vader, and roberta’s
word embeddings) along with two classifiers (svm and random forests), which are still very
strong text classifiers, even when compared to recent deep neural networks, including recent
Transformer architectures, as shown in recent work [3, 4].Lastly, we rely on a majority voting
(most frequent decision) for the final outcome.

Our experimental results show that solution can reach an accuracy of 63% for English
language and 79% for Spanish, where the majority voting is always better or at least tied to
the best single combination of (representation/classifier). This best combination, in both cases,
English and Spanish, was obtained when using the char_tfidf representation along with Random
Forests, showing the importance of dealing with noise in the data, especially social network
textual data.

2. Related Work

BERT proposed by Devlin et al. [5] is a framework that exploits several techniques existing
in the literature. Among those techniques we highlight: 1) dynamic embeddings, where the
word embedding is adjusted according to other words found in the sentence (that is, it seeks
to capture a word´s context); 2) term masking, consisting of a percentage of words that are
exchanged for a fixed sequence of words aiming at finding out what the original terms are from
these masked terms – the goal is to learn relationships between words; and 3) a Multi-head
attention mechanism. In our solution we will use RoBERTa, a technique that uses BERT as a
base but proposes several improvements, for example, using a longer training phase exploiting
longer word sequences.

Several works [6, 7] propose stacking classifiers in order to assess the final impact. Different
from traditional stacking, this article combines representations in order to benefit from the
complementary information containing in each one of them.

Our work is more aligned with [8], which also proposed to combine representations for the
sake of citation classification. Differently from that work, in which the representations are simply
concatenated before serving as input for a classifier, here we exploit a different combination
rule, based on a majority voting of outputs of the application of different representations to
different classifiers.

3. Data Representation Methodology

In this section we describe the methodology used to represent the data in our solution. Subsec-
tion 3.1 presents how we treat the dataset while subsections 3.2, 3.3, 3.4 and 3.5 describe the
specific representations uses to represent the textual data, aimed at capturing different aspects
of the task.



3.1. Dataset Representation

A dataset of 200 users was made available. For each user, there are 200 posts issued on the social
network Twitter. We concatenated all these 200 messages together into a single document to
represent a user profile. For each user, their label was made available (hate spreader or not).
The data presented in Table 1 refers to the training and validation sets used in our solution.

Table 1 presents the two datasets made available for PAN@2021, one in English and another
in Spanish. The respective columns describe: amount of documents (|D|), average amount of
words per document (Avg(T)), amount of unique words in the collection (U(T)), average number
of times a word appears in the dataset´s documents (aka, rarity) (O(T)), number of classes (|C|)
and number of documents in the largest (Max(C)) and smallest class (Min(C)).

As it can be seen in Table 1, the data is balanced as the two classes have the same number of
documents. Spanish has a larger vocabulary and the Spanish words appears in average in less
documents, potentially making them more discriminative. This may be one of the reasons that
classification results in Spanish were a bit better than in English, as we shall see.

Table 1
Dataset statistics.

Name |D| Avg(T) U(T) O(T) |C| Max(C) Min(C)

Pan21 English 200 2454.8 57556 8.4 2 100 100
Pan21 Spanish 200 2587.7 75038 6.9 2 100 100

3.2. Word TF-IDF

The TF-IDF representation [9] consists of two parts, the tf that quantifies the frequency of
terms, and the idf, the inverse document frequency, that gives higher weight to words that
occur less frequently in documents. The final score of a word t is obtained by tf * idf, which
gives more importance to rare words considering the set of documents.

3.3. Char TF-IDF

We made a modification in tf-idf, which we call char tf-idf, by defining sequences of characters
to be analyzed. Those sequences become a potential new "word" present in the vocabulary. This
modification aims to deal with typos, mispellings and other types of grammar and syntatical
mistakes commonly found in social media text. For instance, “love” and “lovee” are considered
the same word based on a 4-character string. We limit the creation of a sequence from 2 to 6
characters.

3.4. Vader

The Vader representation [10] is based on a lexicon dictionary where each word has three
polarity scores: positive (0-1), neutral (0-1) or negative (0-1). A document is represented as a
3-dimensional vector, each vector position representing the proportion of words of each type of
polarity, where the higher the value, the more the word is related to polarity.



3.5. Word Embedding

Word embeddings are vector representations of words, phrases and entire documents aimed
at capturing patterns of co-occurrence of words and contextual information. In this work, we
exploited RoBERTa [11] embeddings, a pre-trained learning algorithm to obtain vector repre-
sentations for words. In RoBERTa´s representation, each word has a 12-layer representation,
where each layer has 768 dimensions. To represent a word 𝑡, we concatenate the last 4 layers,
resulting in a vector of 3072 positions. To represent a document d, we average the vectors of
all words in the document. The document´s representation is the input for the classification
algorithms.

4. Combining Representations and Classifiers – Majority Voting

After creating the representations for a text, we used them as input for each classifier, Each
representation and classifier pair generates a prediction for a document 𝑑. Given 𝑛 predictions
for a document 𝑑, the “frequency” algorithm selects the predictions of the 4 models that obtained
the best result in the validation, verifies the most frequent one and sets it as the final prediction
for the document.

5. Experiment

5.1. Tuning Hyperparameter

After creating the dataset representation used as input to a classifier, training and actual
classification of documents is carried out. For each dataset we apply a nested cross validation
procedure as suggested by Varma and Simon [12], using a 5x3 setting (5-fold cross-validation in
the outer loop and 3-fold cross-validation in the inner loop). The internal cross validation is
responsible for finding the best parameters for a given fold, used to build the model utilized to
make predictions in the test set. We evaluated the parameters of the following classifiers:

• Linear SVM, we varied the C parameter considering [10−4, 10−3, 10−2, 10−1, 100, 101,
102, 103, 104]

• Random Forest, we evaluated the n estimator parameter considering the following values:
[10, 50, 100, 200, 500, 1000, 2000]

5.2. Results

We report in Table 2 the average accuracy results of the 5 test folds along with confidence
intervals (with 95% confidence level) for both, the English and Spanish datasets, while the last
line is the result of the test set submitted through the TIRA [13] system. Each line in the Table
corresponds to a combination (representation, classifier) in a given language. For instance, line
1 of Table 2 presents the accuracy results of using the roberta representation as input for the
SVM classifier for the English dataset. The penultimate line of the table for both, English and
Spanish represent our Majority Voting heuristics results. And finally, the last line corresponds



to the results in the Test set made available by the CLEF organizers for which we did not have
labels at development time1.

Table 2
Result of average accuracy in validation data and 95% confidence interval (IC).

Name Accuracy ± IC

pan21 English roberta_concat_classifier_svm 47.50±22.17
pan21 English vader_classifier_random_forest 54.00±8.39
pan21 English word_tfidf_classifier_random_forest 57.50±9.57
pan21 English vader_classifier_svm 58.00±16.04
pan21 English word_tfidf_classifier_svm 62.50±7.60
pan21 English roberta_concat_classifier_random_forest 63.50±11.74
pan21 English char_tfidf_classifier_svm 65.50±8.89
pan21 English char_tfidf_classifier_random_forest 67.50±12.22
Majority voting English 69.00 ± 10.43
Test Set 63.00
pan21 Spanish vader_classifier_svm 42.50±8.78
pan21 Spanish vader_classifier_random_forest 58.50±6.44
pan21 Spanish word_tfidf_bigram_classifier_svm 66.00±20.31
pan21 Spanish roberta_concat_classifier_svm 69.50±13.78
pan21 Spanish roberta_concat_classifier_random_forest 72.00±5.55
pan21 Spanish char_tfidf_classifier_svm 72.50±6.21
pan21 Spanish word_tfidf_classifier_random_forest 75.00±3.80
pan21 Spanish char_tfidf_classifier_random_forest 76.50±9.21
Majority voting Spanish 76.00±7.48
Test Set 79.00

As it can be seen, our experimental results show that our solution can reach an accuracy
of 63% for English language and 79% for Spanish. The majority voting is always better or at
least tied to the best single combination of (representation/classifier). In both cases, English and
Spanish, the best individual results were produced by combining the char_tfidf representation
with Random Forests.

The best results of the char_tfidf in both languages confirm our hypotheses that it is important
to cope with noise and errors when dealing with social media textual data, especially Twitter data.
The better results of the majority voting provides evidence for our hypothesis of complementarity
among the representations and classifiers. And finally, the slightly better results for Spanish
when compared to English may be due to larger Spanish vocabulary and presence of more
discriminative words, but this hypothesis requires a more thorough investigation.

6. Conclusion and Future Work

In this paper we described our participation in the task “Profiling Hate Speech Spreaders on
Twitter” organized by PAN @ CLEF 2021. We use four complementary text representations along

1The Test Set results do not contain confidence intervals as it was not part of our 5-fold cross-validation exper-
iments.



with two strong text classifiers available in the literature. Our simple majority voting heuristics
that combines the decision of pairs (representation/classifier) achieves accuracy as high as 63%
for English and 79% for Spanish, outperforming or tying the best individual combinations. This
provides evidence for the complementarity of the strategies. Dealing with noise in social media
network is also important to boost results. And results in Spanish demonstrated to be better
than in English, requiring an additional investigation for determining the exact reasons for this
behavior.

As future work we intend to perform an ablation or full factorial analysis to understand
which elements of our solution contributed more to the final results, include other represen-
tations and classifiers, study other ways of combining them and, finally, take advantage of
attention mechanisms to reinforce cross-representation common elements (e.g., words) that are
discriminative in more than one representation.
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