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Abstract. Sexism in social networks has been increasingly present since
their adoption among the connected population, partially due to the dis-
inhibition of individuals when expressing their opinions in social net-
works and the lack of regulation nor control. Sexism permeates many
layers of our society such as media, education or the work environment,
and involves many aspects of our society such as gender equality, so-
cial respect, gender discrimantion, human rights, etc. In order to fight
against this phenomenon, the first step is detecting it properly and in all
its varieties. For that purpose, we present our candidate systems for par-
ticipation in the EXIST challenge (task 1) at IberLEF 2021 for sexism
identification. We explore an approach based on the use of pre-trained
transformers, such as BERT and roBERTa, in similar tasks and com-
pare them to traditional Machine Learning approaches, such as SVM,
Logistic Regression, SGD-based classifier and XGBoost. We achieve our
best results of F1=72.4% for the multi-language binary classification task
for our system combining transformer-based and traditional models with
a majority vote mechanism, positioned #32 in the challenge’s ranking,
with a F1 difference of 6% against the best result.
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1 Introduction

Sexism [17] is defined as the prejudice or discrimination based on sex or gender,
especially against women and girls. It is manifested in many aspects of daily
life such as education, work or media and constitutes a source of inequality,
verbal and physical aggression, discrimination and other toxic behaviors. The
high rate of use of Internet and social networks in the last decade has increased
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the presence of sexism in society, due to the visibility of the publications, the
connectivity of communities online and the dis-inhibition effect [12]. Efforts to
control and regulate [8] these and other toxic behaviors like hate-speech have
been made lately, but it is still an ongoing process and new approaches and
technologies are needed.

One of the extreme form of sexism is misogyny, the hatred of women. Societies
with high levels of misogyny present high rates of domestic violence, rape and
commodification of women and their bodies, and they are seen as property or
second-class citizens [17]. Although, not every form of sexism is misogynistic
[9]. We may find numerous subtle behaviors that establish stereotypes and roles
about men and women, which are not easy to detect even for humans.

The automatic identification of sexism in a broad sense may help to create,
design and promote the evolution of new equality policies, as well as encourage
more adequate behaviors in our society.

The aim of our work is to develop a multi-language binary classification sys-
tem for sexism in the context of our participation in the EXIST 2021 challenge
(task 1). In the scope of the challenge, participants are asked to classify tweets
and gabs (in English and Spanish languages) as sexist or non-sexist. For such
purpose, we have designed several binary classification systems, combining state-
of-the-art transformer-based models with traditional ones for both languages,
Spanish and English, and benchmarked them to select the best candidates for
our participation in the challenge. We found our best performing system (re-
ferred as Task1_MessGroupELL_3, ranked as #32 in the challenge results) to be
our proposal of majority vote of two traditional models and a transformer-based
model. These results, compared to the obtained with only traditional approaches
or only transformer-based approaches, showed that different features are being
complementary captured by different systems, and that using pre-trained trans-
formers models fine-tuned only with the EXIST dataset do not achieve consid-
erable improvements compared to traditional Machine Learning approaches.

2 Resources

Our proposal is focused on addressing the task separately by language. This is
based on the fact that the state-of-the-art of techniques and available resources
and datasets for this matter are quite different for English and Spanish. Our
assumption is that we could achieve good performance results if we attempt to
use these elements from the state-of-the-art separately. Additionally, we also con-
sider that sexism could have strong language-dependent (and culture-dependent)
characteristics that might be undermined considering a single multi-language ap-
proach and better explored separately.

Our purpose is to explore a data-driven approach more than a feature-driven
one. In this direction, we attempt to use existing related datasets to support
and enrich our systems, alongside with pre-trained transformers that can be
trained further in our task, but than can already give us an initial advantage.
The comparison of performances between traditional methods and transformers



is especially interesting within our goals. We assume that our approaches can
be further extended and improved combining our proposal with a feature-driven
one, due to the specific linguistic characteristics of sexist language.

For both languages, we have considered a set of common traditional Machine
Learning models based on tf-idf characteristics for benchmarking purposes.

2.1 English Language

For the case of the English subset, we explore pre-trained transformers in other
tasks and datasets. We have considered the following pre-trained transformer
models to train in our task:

1. BERT [6]: pre-trained in a dataset consisting of 11,038 unpublished books
and English Wikipedia. We consider this model as neutral one, to compare
to our other more specifically trained models.

2. Twitter-roBERTa-base: roBERTa-base model trained on 58M tweets, de-
scribed and evaluated in [2]. Due to the differences between language in
Twitter and more traditional sources such as Wikipedia, we consider this
model the best starting point to train in our task.

3. Twitter-roBERTa-base for Hate Speech Detection [3]: based on the
previous roBERTa model and fine-tuned for hate speech with the TweetFEval
benchmark [2].

4. Twitter-roBERTa-base for Offensive Language Identification [13]:
based on the previous roBERTa model and fine-tuned for offensive language
with the TweetEval benchmark [2].

The models (3) and (4) correspond to two different tasks (Hate-Speech De-
tection and Offensive-Language Identification) that we consider interesting and
potentially relevant for the detection of sexism or, at least, some aspects of it.
As mentioned, sexism is not found as a single unified behavior, but as a wide
range of behaviors that might include from a subtle joke to a very aggressive
comment.

We regard sexism as partially containing both aspects, hate-speech and offensive-
language characteristics, and that the previous training of these models could
add a cross-task knowledge to our training. Alternatively, we might expect that
both pre-trained models are downstream models of the original model (2) and
could limit the performance of a new training, compared to the use of model (2)
instead.

2.2 Spanish Language

For Spanish language, we combine our available training data from the EXIST
Task in Spanish, with the MeTwo dataset presented in [9]. This dataset has been
developed under the same theoretical framework for sexism and uses a similar
class scheme: sexist, non-sexist, dubious, from which we ignore the third one.
In order to preserve the original proportions of our two class in the original



EXIST training dataset, we add a balanced extraction of MeTwo (1152 sewist
and 1152 non-sexist instances). Our reference model for Spanish is BETO [4] a
cased BERT-based model, pre-trained in a large Spanish corpus.

3 Combining Transformer based models with traditional
Machine Learning approaches

3.1 Preprocessing

The texts are processed for both languages in the same manner, using the spaCy
[16] tooling, filtering stop-words and punctuation, with tokenization and lemma-
tization in lower-case and replacing numbers, currencies, urls, emails and men-
tions (Twitter) by the keys NUMBER, CURRENCY, URL, EMAIL and MEN-
TION, since we consider these as relevant features for our purpose.

3.2 EXIST dataset

We have split the EXIST [10] training dataset by language and created the
extended Spanish dataset:

— English - non-sezist: 1800 instances, sexist: 1636 instances.

— Spanish - non-sexist: 1800 instances, sexist: 1741 instances.

— Spanish extended (EXIST + MeTwo) - non-sexist: 2952 instances, sewxist:
2893 instances.

The training and validation sub-datasets have been extracted from the orig-
inal non-extended datasets, using the holdout method with an 80%-20% split
for training and validation, randomly selected and preserving the original class
proportions. In the case of Spanish extended dataset, the MeTwo instances have
been added only to the training dataset for comparability purposes.

3.3 Baselines

We consider a Support Vector Machine (SVM) implementation as baseline and
complementary traditional Machine Learning models for benchmarking pur-
poses, all using TF-IDF features. These models include Logistic Regression (Lo-
gReg), XGBoost [5] and Stochastic Gradient Descent (SGD) based classifier [14]
modified with a Huber-Loss function, more tolerant to outliers.

3.4 Transformer-based systems.

We have used our training datasets to fine-tune the pre-trained models men-
tioned in Section 2.1 for English and in Section 2.2 for Spanish. We have per-
formed the training on GPU, with a configuration of 10 train epochs at learning
rate 2 - 107°, cross-entropy loss function and early stopping at 5 epochs, to
prevent overfitting.



3.5 Candidate systems for EXIST 2021 (task 1): binary
classification of sexism

English Language. Considering the results presented in Table 1 for English
language on the validation dataset, we can observe that transformer-based ap-
proaches perform at least 2% better than traditional approaches in macro-
average and up to 5% better comparing the best two performances of transformer-
based (Roberta) and traditional models (SGD or XGBoost). For the class sewist,
the difference is ever more pronounced, with almost 10% improvement in some
cases.

Table 1. Results obtained for binary classification of sexism for the selected models
in English.

sexist non-sexist macro-avg
F1 R P F1 R P F1 R P

SVM 69 66 .71 .73 75 71 .71 71 .71

LogReg .68 66 .70 .72 .74 .71 .70 .70 .70

SGD .70 .66 .74 .75 .78 .72 .72 .72 .73

XGBoost .70 .68 .72 .74 76 .72 .72 .72 .72

BERT .75 8 .70 .73 .68 .80 .74 .75 .75

Roberta .77 .83 .72 .76 .71 .82 .77 .77 .77

Roberta hate-speech .75 .77 .72 .75 73 .78 .75 .75 .75

Roberta offensive .74 .79 .70 .74 69 .79 .74 .74 .74
Vote(Roberta, SGD, XGBoost) .73 .73 .74 .76 .76 .76 .75 .75 .75

It is noticeable that the pre-trained models on other tasks such as hate-
speech and offensive-language don’t provide us a clear advantage against the
original Roberta. Although the results are quite similar and comparable, it seems
plausible that we decrease generalizability using both cross-tasks approaches in
the current configuration. This might be due to the heterogeneous composition of
the EXIST dataset regarding the different forms of sexism (misogyny, offensive-
language, subtle sexism, etc.) that are not necessarily mutually inclusive.

Regarding the performance of traditional models, we can observe their diffi-
culties to identify correctly the sexist class, compared to the non-sezist against
the performance of transformer-based models.

Based on these results, we select Roberta as our one of our candidates for
English language for its higher values in almost every aspect, compared to the
other candidates.

Nevertheless, the good performance of traditional models to detect the non-
sexist class and the risk of overfitting while performing fine-tuning in our transformer-
based models, make us consider a combination of both approaches (Roberta and
traditional models) using a majority vote mechanism as a good candidate to sub-
mit, due to its potential better generalizing capabilities. We can observe that, in



macro-average, this approach does not achieve better results than other options,
but it offers a considerable well-balanced trade-off for both classes in precision
and recall.

Spanish Language Reviewing the performance obtained for Spanish Language
in Table 2 on the validation dataset, we can observe that the BERT-based
approaches provide more positive overall results compared to traditional ap-
proaches. However, the baseline SVM provides the best F1 and recall for the
non-sexist class in exchange for very poor results on F1 and recall for the sexist
class. It seems obvious that our best candidates for the task are the BERT-based
options. Specifically, we choose the (+MeTwo) BERT approach, since the overall
results are better and the per-class trade-offs precision/recall are more balanced
than in the original BERT approach. In addition, the inclusion of the MeTwo
instances in the training can improve the generalizability of our system.

Table 2. Results obtained for binary classification of sexism for the selected models
in Spanish.

sexist non-sexist macro-avg
F1 R P F1 R P F1 R P

SVM .66 .63 .70 72 .76 .69 .70 .69 .70

(+MeTwo) SVM .68 .67 .69 .71 .72 .69 .69 .69 .69
LogReg .69 .69 .68 .71 .70 72 .70 .70 .70

(+MeTwo) LogReg .71 71T T2 72 72 .71 71 .71
SGD .67 .66 .69 T2 .73 .70 .70 .70 .70

(+MeTwo) SGD .69 .68 .70 .71 .72 .70 .70 .70 .70
XGBoost .67 .66 .69 .71 .72 .70 .70 .69 .69
(+MeTwo) XGBoost .70 .73 .67 .69 .66 72 .69 .69 .69
BERT .73 .78 .69 .71 .66 .76 72 72 72

(+MeTwo) BERT .73 .7 .70 .71 .68 .75 7272 73

3.6 Final system combination for test set

For the prediction of the EXIST’s test dataset, we have split the instances by
language, preprocessed them with their respective language-dependent prepro-
cessing steps and evaluated them through the selected systems.

As specified by the challenge’s organizers, we can submit three runs of our
candidate systems on the test dataset. Our strategy to select the candidate
configurations consists on using the best Spanish candidate and different options
for English to observe how the contributions of one or another candidate impact
the performance. The selected configurations are described in Table 3.

We evaluate our run #1 as our transfomer-based approach representative,
with the best candidates from both languages. Secondly, we evaluate #2 as a



baseline approach, combining one of the best results from the traditional models,
XGBoost, prioritizing a balanced precision/recall trade-off for the sexist class.
Finally, we combine our best transformer approach with the two best traditional
approaches (SGD and XGBoost) through a majority vote, expected to provide
a good balance for the non-sezist and capture information not captured by the
transformer approach.

Table 3. Selected configurations for task evaluation.

Run Configuration Description

#1 Roberta(EN), (+MeTwo) BERT(ES) Roberta pre-trained on tweets and
trained on the English subset of EXIST
training dataset and BERT pre-trained

transformer trained on the Spanish

subset from EXIST training dataset

and the MeTwo dataset balanced for
the classes (sexist, non-sezist).

#2 XGBoost(EN), (+MeTwo) BERT(ES) XGBoost based on tf-idf features for
English and BERT pre-trained

transformer trained on the Spanish

subset from EXIST training dataset

and the MeTwo dataset balanced for
the classes (sezist, non-sezist).

#3 Majority Vote [SGD(EN) & Majority vote of SGD, XGBoost (run
XGBoost(EN) & Roberta(EN)], #2) and Roberta (run #1) for English
(+MeTwo) BERT(ES) and BERT pre-trained transformer

trained on the Spanish subset from
EXIST training dataset and the
MeTwo dataset balanced for the classes
(sexist, non-sexist).

4 Results

The results of the evaluation are shown in Table 4 and present, as expected,
the best candidate to be #3 (the majority vote between the best transformer
approach and traditional approaches), indicating different and complementary
feature learning capabilities. The least performing candidate is, as expected,
the traditional approach #2, offering similar but slightly less optimal results
than those obtained in the validation dataset. And finally, our intermediate
results comes from #1 the combination of our best performing approaches for
both languages. As anticipated, the use of our transformers alone in our current
configuration has been proven not to be completely effective on its own.



Table 4. Results obtained in the EXIST 2021 challenge (task 1) for our runs
(team:Taskl_MessGroupELL, positions #39, #33 and #32 in the ranking, respectively
for the runs #1, #3 and #2). EXIST challenge’s best result and baseline (SVM TF-
IDF) are also shown at the upper half of the table, for comparison.

English Spanish Both
Ranking Run F1 R P F1 R P F1 R P

#52  baseline .6886 .6918 .6934 .6766 .6853 .6972 .6832 .6888 .6943
#1 best .7657 .7654 .7666 .7944 .7958 .7960 .7802 .7806 .7801

#33 #1 7253 7255 .7T372 7144 7186 .7233 .7225 .7224 .7224
#39 #2 7070 7087 7078 7144 7186 .7233 .7109 .7137 .7154
#32 #3 .7313 .7313 .7313 .7T144 7186 .7233 .7237 .7253 .7254

We have presented as candidates for the challenge three systems, described in
Table 3, representing a baseline system (run #1), a pure transformer-based sys-
tem (run #2) and a voted traditional/transformer-based system (run #3) which
have resulted in F'1 = .7237 for the best performing case (position #32 in the
challenge’s ranking): our run #3, i.e, the majority vote of two traditional models
(XGBoost and SGD) and a transformer-based model (Roberta pre-trained on
English tweets). Comparing to the best result in the challenge F'1 = .7802, we
observe a difference of 6% (only 3% for English language), which we consider a
very positive outcome. On the other hand, our performance in Spanish language
has been shown relatively low compared to the best result in the challenge (8%
lower).

With a very similar performance but slightly lower, we find our run #1
(transformer-based) in the next position of the ranking with F'1 = .7225. This
1% difference in F1l-performance relies on a more balanced precision /recall trade-
off for the English language examples, showing that the majority vote helps to
capture more relevant cases without losing much precision.

Finally, our lowest performing system, run #2 (#39 of the ranking) has
shown acceptable results considering its position in the ranking, and regarding
that we have used it as a baseline for English language and the same configuration
for Spanish language to evaluate differences between our other two candidates.
These results are fundamentally based on the Spanish language performance,
and show that it has performed considerably well compared to other candidates
in the ranking.

In every case, we have presented a transformer-based model for the Span-
ish language, since our experiments have shown a noticeable difference between
this approach and traditional models (Table 2, especially for the sezist class, in
which traditional approaches present significantly poorer results. For that mat-
ter, it is worth noticing that the use of the existing dataset MeTwo for sexism
identification for Spanish language has been proven to be an improvement in the
performance of every approach for the Spanish language (Table 2).



However, we observe a gap between English and Spanish languages perfor-
mances for our best result compared to the challenge’s top result, that might be
due to the fact that we have fine-tuned a BERT model pre-trained in Spanish
texts [15], but not specialized in social media as it is our pre-trained model for
the English language. We expect that that similar voting mechanism approaches
can be followed for the Spanish case, since the non-sezist class seems to be better
detected by traditional approaches.

5 Conclusions

In this work, we have explored the capabilities of the use of mono-lingual pre-
trained transformers as a basis for training a binary classification task on sexism,
in the scope of our participation in the EXIST (task 1) challenge of IberLEF [18].
We have explored different state-of-the-art options for both English and Spanish
languages, separately, allowing us to test different modular configurations for the
task. Different pre-trained transformers have been tested, contrasting the perfor-
mance of those trained in different, but related, tasks to our current task. This
has been shown not to be as well-performing as base pre-trained transformers
such as Twitter-roBERTa-base [2]. At the same time, those transformers pre-
trained on Twitter corpora have shown as better performers than those trained
in traditional or wide-range corpora like the base BERT [6] transformer model.

The results of the evaluation have shown that even well-performing trans-
formers models can be complemented by traditional approaches, in this case,
through a simple majority vote. In this case, the traditional approaches can
achieve in overall a better recall regarding the secondary class (non-sexist),
whereas transformer-based approaches achieve better precision for the same
class.

The presented proposal and methodology have been proven to be adequate
to produce generalizable systems for this task, considering the similarity be-
tween performance seen in the training/validation workflow and performance on
evaluation, with differences for F1 of 4% for English and 1% for Spanish.
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