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Extended Abstract

In recent years many machine learning concepts and methods were developed on the set of
pairs of objects. In this paper, the set of all pairs of objects is called the pairwise space. Let us
notice that if the set of objects 𝒳 = {x1,x2, . . . ,x𝑛} consists of 𝑛 instances, then the pairwise
space contains 𝑂(𝑛2) pairs. Thus why the straightforward implementations of those methods
are not applicable for big data sets with millions of objects.

The main concepts in rough set theory (RS) such as reducts, lower and upper approximations,
decision rules or discretizations have been defined in term of the discernibility matrix, which
is a form of the pairwise space [1]. For example, in minimal decision reduct problem, we are
looking for the minimal subset of features that preserves the discernibility between objects
from different decision classes [2].

Support Vector Machine (SVM) is also a classification method described as an optimization
problem over the pairwise space [3]. The initial idea of looking for the linear classifier with
the maximal margin were transformed into the problem of looking for a set of coefficients
𝛼 = (𝛼1, 𝛼2, · · · , 𝛼𝑛) related to objects that maximizes an objective function

𝑊 (𝛼) =
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𝑦𝑖𝑦𝑗𝛼𝑖𝛼𝑗𝐾(𝑥𝑖, 𝑥𝑗).

defined on the set of dot products of all pairs of objects. In the above formula 𝑦𝑖 denotes the
decision class of the object x𝑖 and 𝐾 is a kernel function chosen by the user.

Distance Metric Learning (DML) [4] is a machine learning discipline that looks for the best
distance function (also divergence or similarity ) from certain available information about
similarity measures between different pairs or triplets of data. These similarities are determined
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by the sets

𝑆 = {(x𝑖,x𝑗) ∈ 𝒳 × 𝒳 : x𝑖 and x𝑗 are similar.}
𝐷 = {(x𝑖,x𝑗) ∈ 𝒳 × 𝒳 : x𝑖 and x𝑗 are not similar.}
𝑅 = {(x𝑖,x𝑗 ,x𝑙) ∈ 𝒳 × 𝒳 × 𝒳 : x𝑖 is more similar to x𝑗 than to x𝑙.}

With these data and similarity constraints, the problem to is to look for those distance functions
(belonging to a predefined family of distances 𝒟) that minimize a certain loss function ℓ
determined on the base of the sets 𝑆,𝐷 and 𝑅. In other words, the objective of DML is to solve
the optimization problem

min
𝑑∈𝒟

ℓ(𝑑, 𝑆,𝐷,𝑅)

In recent years, many efficient implementations for the mentioned above disciplines have
been proposed and developed. Most of them are based either on the approximation idea [5], [6]
or deep learning [7].

Context aware recommendation systems is another machine learning concept that were
defined on the pairwise space which was in fact defined as a regression problem over the set of
transaction pairs [8].

In this talk we compare different techniques for the mentioned above machine learning
concepts and we will pay an attention on application of factorization machine (FM). This
method has been successfully applied for context aware recommendation systems [9]. The
main idea is to transform the optimization problem established on the pairwise space into
an equivalent problem where the time complexity for each iteration has been reduced from
quadratic time into linear time [10]. We will show that factorization machine can be also applied
for some problems in rough set theory, SVM or distance metric learning.
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