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Abstract
Localization applications are widely used as an essential service in many systems, such as 5G device
positioning, location of things (LoT), and speech source localization. Unlike classical GPS, the time
difference of arrival (TDOA) approach estimates the angle of arrival using the signals received from a
sensor array, allowing to determine the position of an emitter with more accuracy. This paper presents
the Simulation PlAtform for PosiTIon LoCatiOn (SimPatico), a simulation tool for evaluation and anal-
ysis of TDOA methods, providing a precise way to compare their performance considering specific
scenarios. TDOA methods implemented in SimPatico are shown in terms of mathematical formulation
and operational properties. We also explore the main features of the simulator, including source sig-
nal representations, addition of distortion on them and simulation parameters. Simulation outcomes
are presented, exemplifying SimPatico as a benchmark platform and a versatile tool for performance
analysis of TDOA methods.
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1. Introduction

The process of extracting information from a sensor array and its processing enables the
localization of sources in a physical environment. These sensors are capable of monitoring
sources, providing indoor location information for a variety of applications. Nowadays, where
internet connectivity has increased massively, the devices might enjoy positioning services in
their applications. Consequently, with the emerging technologies and the internet of things
(IoT), the position information plays an essential role in allowing novel solutions in many
different contexts.

One way to determine the indoor position is by the time difference of arrival (TDOA), a
technique able to estimate the angle of arrival based on the delay between the signals received
in the sensors. The TDOA has many possible uses in signal processing and telecommunication
fields, for example, device positioning in 5G [1], positioning for vehicles [2], speech source local-
ization systems [3], powerline fault localization [4], and target location systems [5]. However,
comparison and evaluation of individual methods may be impractical for a specific application
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considering a variety of algorithms and diversity of setups to be examined. Moreover, the per-
formance of the methods depends on the aspects of the signal and the scenario conditions, such
as noise assumptions, robustness, and computational cost, making the solutions incomparable
due to the hard reproducibility of such evaluations.

Simulating the efficiency of TDOA methods, setting parameters such as different source
signals, the number of sensors and noise models, is essential to determine the more appropriate
TDOA system and its configuration for an application. Thus, the development of a simulation
tool that can simulate the effects of those algorithms for various schemes is crucial, giving the
means to compare them and providing resources for distinct situations. It may offer means for
designers to assess quantitatively and statistically the performance of the techniques, allowing
them to reach a good balance of the accuracy-complexity trade-off of such methods.

2. Related Works

Simulation tools in the field of localization techniques are available, such as PerfLoc [6] and
IndoorLoc [7]. However, those studies examine only indoor strategies, where they obtain the
position information from GPS, via Wi-Fi, and the received signal strength indicator (RSSI).
Although there is a relationship between source localization and TDOA, they are not equivalent.
Therefore, those studies focus on data collecting, mapping and tracking. The simulator SMILe [8]
has been proposed based on TDOA and time of flight (ToF), which provides an open-source
means of evaluating a few methods with the capability of setting the clock synchronization.
Nevertheless, the simulator does not evaluate distortion conditions and channel models and
uses only the mean squared error (MSE) for performance evaluation.

Studies have been carried out on prototyping tools regarding asynchronous TDOA [9].
Although it is possible to perform comparisons between real and simulated data, this simulator
is focused on hardware and does not allow a more sophisticated statistical analysis, such as
probability of resolution and root-mean-squared error (RMSE). Another simulator was built
based on chirp spread spectrum for wireless location purposes [10]. However, it employs
few methods for TDOA calculations based on adaptive filtering and it is limited to signaling
formatting as source signal.

Based on these needs, we developed the Simulation PlAtform for PosiTIon LoCatiOn evalua-
tion (SimPatico). It features implementations of TDOA methods with weighting functions in
the frequency domain. We also examine a variety of noise components, accounting for gaussian
and non-gaussian models. These are essential in order to address a wide variety of physical
phenomena regarding the methods in applications based on TDOA techniques. SimPatico also
enables the user to adjust setup configurations and different benchmark processes by plotting
their performances with regards to SNR, error levels, and other figures of merit.Thus, our
contributions can be summarized as follows:

• Provide an open-source simulation tool, named SimPatico, to help in the conception and
evaluation of TDOA methods;

• Provide a unified simulation platform to benchmark different TDOA methods;
• Provide a unified simulation platform to test TDOA algorithms in different impairment

models, including gaussian and non-gaussian modeled noises, and reverberation effects;



• Provide the implementation of several TDOA and DOA methods with a user-friendly
configuration platform;

• Provide plenty of performance comparison examples, including aspects such as (i) gaussian
and impulsive noises; (ii) analysis of resolution and number of sensors ; (iii) reverberation
analysis.

This paper is organized as follows. In Section 3, we describe the signal model and the TDOA
methods implemented on the simulator, presenting their benefits and limitations. The channel
modeling is presented in Section 4, with a brief discussion of their characteristics. Our simulator
is shown in Section 5. In Section 6, the main results are presented and discussed, comparing
the performance of the implemented TDOA algorithms using the simulator. In Section 7, we
present our final remarks.

3. TDOA Principles

The TDOA problem consists of estimating the delay 𝜏 between signals arriving on a set of
sensors. In a situation of an array with two sensors, for example, one can realize this procedure
by calculating the cross-correlation between the two signals and determine 𝜏 by observing
the moment where the resulting function reaches its maximum value. However, this approach
may not be accurate due to the presence of environmental phenomena, such as noise and
reverberation.

Therefore, estimating the TDOA of incoming signals using different approaches is essential
to compare and decide the most efficient method for each scenario.

In the following, the utilized signal model for one source is given by:

𝑟𝑖(𝑛) = 𝑎𝑖𝑥(𝑛− 𝜏𝑖) + 𝑢𝑖(𝑛), (1)

where 𝑎𝑖𝑥(𝑛− 𝜏𝑖) corresponds to scaled source signal received by the 𝑖th sensor, with a relative
delay represented by 𝜏𝑖, and 𝑢𝑖(𝑛) denotes the noise components uncorrelated with 𝑥(𝑛) and
each other.

In order to analyze the TDOA methods, their parameters and models must be taken into
account, as well as the weighting functions. SimPatico contains a variety of methods for such
calculations, which includes filters for generalized cross-correlation (GCC) procedures and the
steered-response power phase transform (SRP-PHAT), as presented in the following sections.

3.1. Generalized Cross-Correlation (GCC)

One can analyze the cross-correlation between the incoming signals from a source, with data
acquired by different sensors. The peak of the resulting function corresponds to the TDOA;
however, its position may be affected by noise and reverberation [11]. In an attempt to minimize
these limitations, it is possible to introduce a weighting function for the correlation process,
which can be seen in the frequency domain as [12]:

𝑅𝑐𝑐
𝑥1𝑥2

(𝑛) = ℱ−1[𝑋1(𝜔)𝑋
*
2 (𝜔)𝜑(𝜔)], (2)



where ℱ−1[·] denotes the inverse Fourier transform, 𝑋1(𝜔) corresponds to the first signal in
the frequency domain and 𝑋*

2 (𝜔) to the complex conjugate of the second signal in the same
domain, and their product with the Fourier inverse yields the correlation process; 𝜑(𝜔) is a
pre-filter that implements weighting functions, which can assume different expressions. The
GCC process is illustrated in Figure 1.

Figure 1: Flowchart of GCC.

Table 1 presents a list of weighting functions, including cases where noise characteristics
may be known or not [12].

Table 1
TDOA weighting functions.

Weighting
function

𝜑(𝜔)
Noise

knowledge
Roth [13] 1

𝑋1(𝜔)𝑋*
1 (𝜔) no

SCOT [14] 1√
𝑋1(𝜔)𝑋*

1 (𝜔)𝑋2(𝜔)𝑋*
2 (𝜔)

no

PHAT [15] 1
|𝑋1(𝜔)𝑋*

2 (𝜔)| no

Eckart [16] 𝑋1(𝜔)𝑋*
1 (𝜔)

[𝑠(𝜔)𝑠*(𝜔)]2 yes

MLE [17] |𝛾(𝜔)|2
|𝑋1(𝜔)𝑋*

2 (𝜔)|[1−|𝛾(𝜔)|2] no

MMLE [18] |𝛾(𝜔)|
[|𝑋1(𝜔)𝑋*

2 (𝜔)|0.75+min(𝛾(𝜔))]
√

|1−𝛾(𝜔)2|
no

The signal 𝑠(𝜔) denotes the noise components in the frequency domain, and the Wiener-Hopf
optimum filter 𝛾(𝜔) is given by

𝛾(𝜔) =
𝑋1(𝜔)𝑋

*
2 (𝜔)√︀

𝑋1(𝜔)𝑋*
1 (𝜔)𝑋2(𝜔)𝑋*

2 (𝜔)
. (3)

Each weighting function accounts for different properties on TDOA estimation, producing dif-
ferent methods. The Roth filter suppresses frequency regions where the result of the correlation
process may possess significant error [13]. Whereas, the smoothed coherent transform (SCOT)
can be seen as a pre-whitening filter with a cross-correlation operation in the sequence [14],
leading to a superior performance in the case of low noise level. On the other hand, the phase
transform (PHAT) makes the cross-correlation operation solely dependent on the channel re-
sponses [19] by discarding the amplitude and keeping only the phase information. In particular,
Eckart maximizes the deflection criterion, which is the ratio of change in mean correlation



output due to the signal of interest compared to the component of noise solely. The maximum
likelihood estimator (MLE) reaches the minimum possible variance for an unbiased estimator,
also known as the Cramér-Rao Lower Bound. However, to achieve its best performance, the
signals should not be affected by reverberation, the delay has to be constant, and the signals
should be described as stationary processes [19]. Finally, a modified maximum likelihood
estimator (MMLE) [18] is also present in SimPatico, which aims to achieve optimal performance
in noisy and reverberant scenarios coherently. This can be reached because its formulation
addresses some signal properties, such as the variance of the estimated parameter (the angle of
arrival 𝜃) and the cross-spectrum phase.

3.2. Steered-Response Power Phase Transform

One of the most popular TDOA methods is based on maximizing the steered response power
(SRP) in a beamforming process. The SRP-PHAT method can be seen as an extension of the
GCC-PHAT, which corresponds to summing a complex-steered, weighted, and filtered version
of the data signal received at each sensor [20]. The utilized filter in this context is the absolute
value of the signal, corresponding to the PHAT weighting function, described in Table 1. Thus,
the SRP-PHAT response function in the frequency domain is

𝑅(𝜔) =
𝑀∑︁
𝑛=1

𝑋𝑛(𝜔)𝑋
*
𝑛+1(𝜔)

|𝑋𝑛(𝜔)𝑋*
𝑛+1(𝜔)|

𝑒𝑗𝜔𝜏 , (4)

where 𝑀 denotes the number of sensors. Given the mathematical representations of GCC-PHAT
in Table 1 and SRP-PHAT in Eq. 4, it can be seen that in the presence of only two sensors
(𝑀 = 2), these methods have the same performance.

4. Channel modeling

In real-world situations, one must account for imperfections in the channel where the analyzed
signal travels through a certain medium. There are many phenomena involving physical systems,
so the TDOA methods must be modeled appropriately to reach accurate estimates. Therefore,
the present simulator contains a variety of functions in order to account for these effects, which
are channel reverberation and background noise. For the latter, the available additive noise in
the signal are gaussian and impulsive noises (modeled by gaussian mixture or 𝛼-stable models).

4.1. Gaussian Model

It is widely known that additive white gaussian noise (AWGN) is commonly found in telecom-
munication applications, following a gaussian distribution. Its probability density function
(PDF) is modeled by the following random variable 𝑥 as:

𝑝(𝑥) =
1

𝜎
√
2𝜋

𝑒−(𝑥−𝜇)2/2𝜎2
(5)

where 𝜇 represents the mean value and 𝜎2 the variance. Although very popular, the gaussian
model is not able to model heavy tails distributions since its tail has an exponential shape.



4.2. Gaussian Mixture Model

The gaussian mixture model (GMM) is a linear combination of a series of gaussian PDFs and
may be used for modeling impulsive noises [21]. Its model can be represented by

𝑝(𝑦) =
𝑀∑︁
𝑖=1

𝑐𝑖
1

𝜎𝑖
√
2𝜋

𝑒−(𝑥𝑖−𝜇𝑖)
2/2𝜎2

𝑖 , (6)

where

𝑀∑︁
𝑖=1

𝑐𝑖 = 1, (7)

with 𝑐𝑖 representing a weight factor and 𝑀 being the number of distributions.
In SimPatico, this model is implemented by the mixture of two gaussian functions (𝑀 = 2).

The variance of the first one accounts for the contribution of a purely gaussian noise, where 𝜎1
is the variance of the first gaussian function, 𝜎𝑡𝑜𝑡𝑎𝑙 is the variance of the distribution, and 𝑐1
and 𝑐2 are the weights of both gaussian distributions. The input parameter 𝜌 describes the noise
impulsiveness and it is configurable in the simulator. The relationship between the variances is
given by

𝜎1 =
𝜎𝑡𝑜𝑡𝑎𝑙

𝑐1 + 𝜌𝑐2
(8)

where 𝜎2 = 𝜌𝜎1.

4.3. Symmetric 𝛼-Stable Model

Many applications must consider non-gaussian models for realistic approaches since gaussian
processes are not appropriate for modelling impulsive noises [22, 23]. Therefore, several works
suggest the 𝛼-stable model as a solution for the non-gaussian impulsive noise model. The
𝛼-stable model has demonstrated to be a better fit to real data in impulsive noise conditions if
compared to the gaussian model [23]. Thus, SimPatico implements the Symmetric 𝛼-Stable (S𝛼S)
model, from the 𝛼-stable class, because it has proved to be very useful in modeling impulsive
noise [24].

As an univariate stable distribution, this model is characterized by four parameters [25]: the
index of stability 𝛼, which can vary from 0 to 2; the scale parameter 𝜎; the skewness parameter
𝛽, which can assume values from -1 to 1; and the shift parameter 𝜇. It is important to note that
when 𝛼 = 2, the stable distribution is gaussian, so 𝜎 is the standard deviation, 𝛽 can be taken
as zero and 𝜇 is the mean. When 𝛼 is close to 1, the model assumes a Cauchy distribution.

An 𝛼-stable distribution is described by its characteristic function (for 𝛼 ̸= 1):

𝐸(𝛼,𝛽, 𝜎, 𝜇, 𝜃) =

exp
{︁
− 𝜎𝛼|𝜃|𝛼(1− 𝑗𝛽(sign(𝜃)tan

𝜋𝛼

2
) + 𝑗𝜇𝜃)

}︁
. (9)



If 𝛼 = 1, the characteristic function assumes the following form:

𝐸(𝛼,𝛽, 𝜎, 𝜇, 𝜃) =

exp
{︁
− 𝜎|𝜃|(1 + 𝑗𝛽

2

𝜋
(sign(𝜃)ln|𝜃|) + 𝑗𝜇𝜃)

}︁
. (10)

where sign(𝜃) is given by:

sign(𝜃) =

⎧⎨⎩
1 if 𝜃 > 0,
0 if 𝜃 = 0,
−1 if 𝜃 < 0.

(11)

In the case of S𝛼S, the model imposes 𝛽 = 0 and 𝜇 = 0. The parameters 𝛼 and 𝜎 are config-
urable by the user to determine a specific GSNR and impulsiveness degree. Those parameters
select the severeness of the noise in the simulator. Thus, its characteristic functions is reduced
to:

𝐸(𝛼, 𝜎, 𝜃) = exp
{︁
− 𝜎𝛼|𝜃|𝛼

}︁
. (12)

4.4. Reverberation Model

Lastly, the reverberation model follows the plate-class topology [26] and allows for custom
values of pre-delay and sample rate. The process of reverberation consists of a number of steps
described in Figure 2.

Figure 2: Flowchart of reverberation model.

Such steps are:

1. Preconditioning the input by applying a custom pre-delay on it and following a single-pole
low-pass filter of −3 dB cutoff frequency;

2. Decorrelating by applying four series all-pass filters;
3. Feeding into a tank processing block to simulate the amplitude decay of the reverberating

signal.

In the decorrelation process, the all-pass filters are given in 𝑧 domain by

𝐻1(𝑧) =
𝐶 + 𝑧−𝑘𝑖

1 + 𝐶𝑧−𝑘𝑖
, (13)



where the constants are 𝐶 = 0.5, called diffusion constant, and 𝑘1 = 142, 𝑘2 = 107, 𝑘3 = 379,
and 𝑘4 = 277, for the 𝑖th filter respectively.

In the tank process, the signal passes by three filters in cascade. The first one is modulated
all-pass filter, given by

𝐻2(𝑧) =
−𝐶 + 𝑧−𝑘

1− 𝐶𝑧−𝑘
, (14)

where𝐶 is the diffusion constant, and 𝑘 is specified in order to obtain an amplitude of (8/29761)·
𝑓𝑠 for 1 Hz, which 𝑓𝑠 is the sample rate.

Then, the signal is delayed again by a low-pass filter, given by

𝐻3(𝑧) =
1− 𝜑

1− 𝜑𝑧−1
, (15)

where 𝜑 is the high-frequency damping, proportional to the attenuation of high frequencies in
the reverberation output, and assumes the value 𝜑 = 5× 10−4.

The last filter is an all-pass filter representing the decay factor given by

𝐻4(𝑧) =
𝐶 + 𝑧−𝑘

1 + 𝐶𝑧−𝑘
, (16)

where 𝐶 is the diffusion constant.
Finally, the signal �̃�(𝑛) generated is used for further simulation purposes regarding reverber-

ation.

5. SimPatico Simulator

SimPatico contains a variety of TDOA methods, including angle of arrival (AoA) and robust
algorithms that are not scope of this work. As previously mentioned, there are also degradation
models for gaussian and non-gaussian channels such as GMM and S𝛼S processes. Results are
produced in terms of performance metrics of the direction of arrival (DoA) algorithms and
they are saved in data files and plots. The simulator is available in Gihub at https://github.com/
vicentesousa/SimPatico1. The flow of code execution and its most relevant functionalities are
presented in Figure 3 and described in the following sections.

5.1. Execution flow

Initially, the simulation campaigns are composed of parameter files, which contain parameters
about the source signal, number of sensors, the distance between them, and other relevant
information about the simulation. Also, one can set the noise and channel model parameters
optionally, separating the results according to all model combinations. In the checking data
procedure, all parameters are passed into a structure to make the code reusable and maintainable.
The previously mentioned parameters are analyzed to ensure the consistency of them, emitting
an error message if necessary.

1The simulator will be made publicly available after confirmation of publication of this article.

https://github.com/vicentesousa/SimPatico
https://github.com/vicentesousa/SimPatico


Figure 3: Flowchart of campaigns of the simulator.

In the creating signal step, the signal is created based on the type of the source signal, such as
sines, Zadoff-Chu sequence, random, and deterministic audio signals. In the case of a sine-based
signal, the signal frequency is required; otherwise, it is not necessary. Those signals are available
in real or complex forms and the distortion models can be added to them. SimPatico is also
prepared to process audio files from field measurements. In the sequence, the simulation is
executed in snapshots. There, the angle of arrival is estimated through the chosen TDOA
methods and figures of merit are also calculated for further results. The execution of snapshots
is then held for all ranges of SNR, number of iterations and snapshots, every selected source
signal and so on.

The results of each simulation in terms of performance metrics (e.g., RMSE, absolute error,
probability of resolution) are stored in a structure, later saved in an output file. Lastly, all the
performance metrics are plotted and saved for further analysis. The paths for the output file and
plots are automatically generated. Implementation and organization details of the SimPatico
are described in terms of folders and function codes to allow the reuse of the simulator.

In the simulations folder, the user can specify a list of simulations by choosing parameters
and scenarios to build a campaign. The simulation campaign produces all results in the results
folder with all data files and plots. The performance metrics are provided based on a dependent
variable that can be specified by the user, such as SNR, GSNR, number of sensors and length of
source signal.

6. Use Cases

In this section, we illustrate various examples of performance evaluation studies to show
the utility of the SimPatico for the analysis of TDOA methods. Cases where gaussian and
non-gaussian distortions are presented in Section 6.1, 6.2 and 6.3, followed by the analysis of
resolution and the number of sensors in Sections 6.4 and 6.5. Finally, Section 6.6 presents a
reverberation analysis. Such results can be viewed as a basis for comparison and validation of
TDOA algorithms available in the literature.

We compare the performance of all mentioned TDOA methods for a given scenario. As for the
setting for all the analysis that are conducted in this section, a “gong” sound is produced, with
two sensors 0.2427 meters away from each other and the sampling frequency is 8192 Hz. The



SNR is set from -20 up to 40, and 1000 Monte Carlo runs are performed, with 1000 samples taken
in each simulation run. All source signals are not affected by reverberation and we analyze the
effects of different noises over the performance of the TDOA methods.

The angle estimation accuracy is assessed by the root-mean-square error (RMSE) in degrees
and the probability of resolution (PR) versus the signal-to-noise ratio (SNR). However, in the
case of non-gaussian noise model, the undefined variance prevents the SNR to be used as a
measurement of signal quality. Thus, we use the geometric signal-to-noise ratio (GSNR) [27]
instead of the SNR in the case of S𝛼S processes and the weighted variance (Equation 8) to
compute SNR in the case of GMM. The GSNR is given by

GSNR =
1

2𝐶𝑔

(︂
𝐴

𝑆0

)︂2

, (17)

where the normalization constant 𝐶𝑔 = 𝑒𝐶𝑒 ≈ 1.78 is the exponential of the Euler constant
(𝐶𝑒), used to ensure that GSNR corresponds to SNR when the channel is Gaussian, 𝑆0 is the
geometric power of a S𝛼S random variable; and 𝐴 is the root-mean-square value of the signal.

6.1. Gaussian noise analysis

Firstly, in Figure 4, we analyze one of the most common scenarios in communication systems,
where the signals are affected by the gaussian noise.
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Figure 4: Simulation results for source signal affected by gaussian noise.

In Figure 4a, we obtain the RMSE versus SNR for all TDOA methods. As expected, the Eckart,
the ML and the MML filters are superior than the others. In those conditions, the ML has optimal
solution achieving the lowest RMSE. Also, the Eckart and MML reach similar performance
as more complex computational solutions are given by prior information used by them. The
classical filters obtain expected performance by reaching high PR only at high SNR values, as
presented in Figure 4b.

The ROTH filter obtains the highest error and the lowest PR for all SNR due to its design
focused on random signals with high SNR. Considering that the signal is cyclic, the GCC-ROTH
only reaches an adequate performance in high values of SNR.



6.2. GMM analysis

A second simulation scenario models an impulsive noise present in the signal by the GMM, a
non-gaussian model. In the GMM analysis, we observe a major performance difference among
the methods, in performance, as illustrated in Figure 5.
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Figure 5: Simulation results for source signal affected by gaussian mixture modelled noise.

Figure 5a presents the RMSE versus the average SNR, showing that the methods with prior
information from the noise have similar performance, while the other methods show a higher
RMSE even for high SNR values. In Figure 5b, the PR versus average SNR is presented, demon-
strating the infeasibility of methods such as GCC-ROTH, GCC-SCOT, GCC-PHAT, and SRP-
PHAT due to non-detection in high SNR values. As expected, the GCC-ROTH is the worst case
since it is designed for high SNR values.

We notice that in this scenario, with 𝜌 = 1000, representing a highly impulsive channel, the
methods based on Eckart, ML, and MML weighting functions reach high PR values only above
10 dB of SNR approximately. They would be a reasonable choice in this case given that none of
them is designed as a robust method for impulsiveness scenarios.

6.3. S𝛼S analysis

Figure 6 presents the performance metrics of the methods for impulsive noise based on S𝛼S
modeling. First, we analyze low impulsiveness noise with 𝛼 = 1.9, represented in Figures 6a
and 6c. Then, we analyze for higher impulsiveness noise condition with 𝛼 = 1.7, shown in
Figures 6b and 6d. Both cases represent a model for impulsive noise in terms of GSNR and the
degree of impulsiveness given by 𝛼 parameter.

In Figures 6a and 6c, although the noise has still some similarity to a gaussian noise, the
SNR requirements for a appreciable probability of resolution and reduction of RMSE are higher
in terms of GSNR. In Figures 6b and 6d, the considerable impact of the impulsive noise in
performance of the algorithms is even clearer.

A remarkable result seen in those results are the overall efficacy fall of all filters when 𝛼 is
decreased. The already mentioned filters with the superior effectiveness needed a much higher
SNR value in order to achieve an appropriate probability of resolution. The remaining required
a SNR higher than 40 dB for the same result, in many applications, is not practical.
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Figure 6: Simulation results for source signal affected by 𝛼-stable modelled noise.

6.4. Resolution analysis

We also assess the resolution of the methods by varying the length of the input signals. This
evaluation exhibits how fast a method decreases its performance with less samples. We evaluate
the performance of the methods, looking for RMSE versus the length of samples (𝑁 ) when SNR
= 3dB (gaussian noise), as shown in Figure 7.
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Figure 7: Resolution of the TDOA methods.



In this case, we can clearly notice the difference of performance among the techniques. The
general tendency is to decrease the error with more number of samples. In the case of Eckart,
PHAT and ROTH filters, the RMSE is close to zero with more than 150 samples.

6.5. Number of sensors analysis

Differently from direction of arrival techniques in which the resolution is given by the number
of sensors, in TDOA methods, the resolution is given by the length of the snapshot. However,
they can increase their performance using more number of sensors to estimate the delay.

For example, Figure 8 presents the RMSE versus SNR of SRP-PHAT from 2 up to 8 sensors. In
the case of SRP-PHAT method, the performance tends to increase when more sensors are used,
reaching similar RMSE values of GCC with Eckart, ML, and MML filters when 8 sensors are
employed.
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Figure 8: RMSE versus SNR of SRP-PHAT in number of sensors analysis.

6.6. Reverberation analysis

We evaluate the reverberation based on the pre-delay parameter in the reverberation channel
model. In Figure 9 a scenario with gaussian noise and reverberation with delay 𝐷 = 0.1 is
shown. We compare GCC-PHAT and SRP-PHAT in terms of RMSE.

Clearly, the GCC-PHAT does not reach an adequate performance for all SNR values, while
the SRP-PHAT achieves null error at approximately 0 dB of SNR. As expected, the SRP-PHAT is
an appropriate method for reverberation conditions.
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Figure 9: RMSE versus SNR in reverberation analysis.

7. Conclusions

Estimating the TDOA for different scenarios is crucial to a wide variety of localization systems.
There are many techniques for such evaluation, each one with a different performance trade-off
regarding the parameters and environment conditions. Thus, the access of a unified platform
to analyze the add-value of existing or new strategies is a beneficial contribution to those
interested in these assessments. Simulators which perform TDOA calculations for localization
purposes are available, but they are limited in some aspect, since they are focused on indoor
localization. SimPatico was then developed based on the needs for evaluation of TDOA methods
in different settings, accounting for various source signals, noise assumptions and the limitations
of previously released tools.

One can estimate the TDOA by calculating the cross-correlation between two signals and
extract the position of its maximum value. However, this operation may not return the desired
result due to aspects such as noise. To account for this issue, some methods were developed, and
they can be separated into two categories: generalized cross-correlation and steered-response
power phase transform. The first one can be seen as the application of filters for the cross-
correlation operation, each one with different properties; the latter is a realization of the
beamforming process, where the number and position of each sensor plays a determinant role
on the overall performance of the system.

SimPatico contains many variations for the noise model, which is eventually added to the
source signal. These include gaussian and non-gaussian functions. For the latter, the simulator
possesses implementations of gaussian mixtures and 𝛼-stable models. Also, it is possible to
apply reverberation, so that a more realistic analysis can be conducted.

The main functions and the structure of the simulator are explained, beginning from the
signal creation to where the outputs are generated and stored. Lastly, some generated results are
shown as examples. One can observe that the ML filters have superior performance for severe
noise conditions, as expected. Furthermore, the presence of non-gaussian noise components on
the source signal deteriorates the overall efficiency of the implemented methods, although the
same filters possess the best behavior. Thus, it is necessary to further conceive strategies that
produce a better performance than the ones that were already used. We claim that SimPatico



could help the scientific community in this task.
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