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Abstract. In order to serve the needs of their current and future users’ digital 
libraries must provide access to the relevant data. Since recent developments 
are still behind user needs, describing data using metadata has proven to be cru-
cial for building digital libraries and for providing effective access to the infor-
mation. This paper describes the use of concepts, extracted from the document 
itself, to annotate documents using them like “metadata tags”. In order to sug-
gest new relationships and new terms to seek, we have built also an ontology 
based on the concepts extracted from the theses. We present the process fol-
lowed to add new semantic metadata into the digital theses and the methodol-
ogy followed for the construction of the ontology based on the new metadata. 

Keywords: metadata, knowledge markup, ontology, semantic annotation. 

1   Introduction 

Although there have been substantial advances in the way to structure information, 
users must still assess the pertinence of documents presented by the web. Generally, 
users need to get only parts of the pertinent documents rather than the complete 
documents. It is fastidious to read and evaluate several documents. For this reason, 
many pertinent documents are always unknown by users. Therefore, we try to propose 
a solution to enable a better access to pertinent documents or parts of documents in 
digital libraries. 

Our work is situated within the context of a digital library, CITHER of INSA, 
Lyon. It concerns the online publishing of scientific theses, which is included in this 
study. As in other digital libraries, we encountered the same difficulties to find perti-
nent information in the CITHER system. During a search session, it is impossible to 
extract the pertinent contents of several theses. To evaluate the pertinence of a thesis, 
users must read several parts of the document. Furthermore, a document may be too 
long for a quick evaluation. A promising way to solve this problem is to use metadata 
in order to “annotate” and to describe, in a better way, the content of the documents. 
In our proposal, we have decided to extract the concepts, that best describe the theses, 
to use them as metadata for “semantic tags”. Of course, manual extraction of con-



cepts is a long time-consuming and is an expensive task. Tools for automating the 
extraction of concepts can overcome these limitations. Another promising way can be 
to use an ontology based on these concepts used like “semantic tags”. In our ap-
proach, an ontology is the description of concepts and their relations. We propose the 
construction of an ontology from digital theses by following a certain methodology. 

In our context, which is a digital library that publishes scientific theses, the intro-
duction of new semantic information into documents has clearly for purpose to ame-
liorate information retrieval. In order to insert new semantic information into digital 
theses, we have used a tool able to extract concepts from a given document. Section 2, 
describes how we have chosen this tool. Afterward, we present the system developed 
to make annotations. Once digital theses are annotated, a search session is based on 
the new “semantic tags”. In order to expand users request and to give to users also the 
possibility to chose documents that are closer to the pertinent document, we have 
decide to construct an ontology. The ontology is composed by the terms of a domain, 
which become, in our proposition, “semantic tags” used to annotate theses. In addi-
tion, the ontology is composed by the identification of relations between terms. The 
identification of relations among concepts and the methodology followed to construct 
our ontology is described and illustrated in Section 3. Section 4 shows the integration, 
in the CITHER system, of the semantic annotations and the ontology in order to give 
the user the pertinent information. Afterward, we present a brief summary of related 
work in Section 5. Conclusions and further research are proposed at the end. 

2   Methodology to Annotate Digital Documents 

In large document collections, such as digital libraries, it is very important to have 
mechanisms able to only select the information requested. The use of keywords to 
represent documents is a promising way to manipulate information in order to classify 
documents like pertinent or not pertinent. 

Annotation is the process of adding semantic markup to documents, but determin-
ing which concepts are tied to a document is not an easy task. To address to this prob-
lem, several methods are proposed to extract concepts from a given document. In the 
field of extraction of concepts there are two main approaches: “keyphrase assign-
ment” and “keyphrase extraction”. By the term “keyphrase”, we mean a phrase com-
posed by two or more words, which describes in a general way, the content of the 
document. “Keyphrases” can be seen like “key concepts” which are able to classify 
documents into categories. “Keyphrase assignment” uses a controlled vocabulary to 
select concepts or phrases that best describe the document, instead “keyphrase extrac-
tion”  choose concepts from the document itself. 

Our approach consists in taking a document as input to automatically generate a list 
of concepts as output. In general, this work could be called “keyphrase generation” or 
“concept generation”. However, the tool used in our work performs “concept extrac-
tion”  which means that the concepts extracted always appear in the body of the input 
document. 



2.1   Concept Extraction  

In order to choose one tool for the extraction of concepts able to extract the higher 
number of pertinent concepts, we have evaluated four tools: (1) TerminologyExtractor 
of Chamblon Systems Inc., (2) Xerox Terminology Suite of Xerox, (3) Nomino of 
Nomino Technologies and (4) Copernic Summarizer of NRC. To evaluate the output 
list generated by each tool, we have compared this list with one referring list which 
contained concepts generated manually. The measure of performance and the method 
followed for scoring concepts are described in [1]. The results obtained indicate that 
Nomino is the most interesting tool for our approach because of the high number of 
pertinent concepts that it can extract. 

Nomino is a search engine distributed by Nomino Technologies [15]. Nomino 
adopts a morphosyntactic approach. The morphological analyzer makes “steeming”, 
which means that the prefix and the suffix are removed to make one single word. 
Nomino applies empirical criteria to filter the noise associated to the extracted con-
cepts. These criteria include frequency and category, as well as stop lists. Nomino 
produces two types of interactive index, which contain all the concepts that most accu-
rately summarize the content of a given document. One of the index created is very 
general, however the other one contains the most interesting concepts for Nomino. 
This index is based on two principles: the “gain to express” and the “gain to reach”. 
The “gain to express” classifies concepts according to their location in the given 
document. For example, if a paragraph is only concerned by one concept then it will 
be classified as important. The “gain to reach” classifies concepts according to the 
frequency of apparition. So, if a word is very rare, it will be selected as important. For 
example, if in a given document we find “computer software” and “developing com-
puter software”, the second phrase is going to be selected as important because it is 
more complete and describes the document better. Instead, if the frequency of “com-
puter software” is higher then both phases will appear in the concept list. 

2.2   A Tool to Annotate Documents 

Since manually annotation can be time consuming and induce to error, we have devel-
oped a tool to add easily knowledge into documents by making selections from one 
proposed list. 

To exploit concepts extracted by the remarkable index of Nomino, we have pro-
posed a tool to “annotate” documents [1]. The task we consider here is to take a 
document as input, in XML format, and to automatically add into it the Nomino’s 
concepts by the way of tags. Usually when the paragraph containing the concept is 
identified then it is surrounded by a simple tag such as “<concept-name>” and 
“</concept-name>” at the end. This annotation scheme is very simple and so it can be 
easily applied to a text also by using a XML editor. However, by using the annotation 
tool, users can validate concepts proposed by Nomino or even propose other concepts 
to be aggregate. This tool allows the management of Nomino’s concepts, the indexa-
tion and the extraction of pertinent paragraphs of the document according to some 



search criteria. During a search session, the system is going to be focus in XML tags 
in order to retrieve the paragraph(s) containing pertinent information. 

New work is taking place in order to improve the annotation tool. In the next para-
graph, we describe this work, which concerns the construction of an ontology able to 
expand requests or categorize documents. 

3   Methodology to Construct the Ontology 

Gruber has defined ontology like “an explicit specification of a conceptualization. A 
conceptualization is defined by concepts and other entities that are presumed to exist 
in some area of interest and the relationships that hold among them” [6]. An ontol-
ogy in the artificial intelligence community means the construction of knowledge 
models [2], [6], [12], [19] which specify concepts, their attributes and inter-
relationships. A knowledge model is a specification of a domain that focuses on con-
cepts, relations and reasoning steps characterizing the phenomenon under investiga-
tion. 

Our ontology is composed of two elements: the “domain terms” and the “rela-
tions” among them. The “domain terms” are words or groups of words that are used 
to characterize a specific field. The “relations” among these domain terms are of type 
associative and hierarchic. Two main approaches can be taken when building an on-
tology. The first one relies on a “top-down method”. Someone may use an existing 
ontology and specify or generalize it to create another one. The second way to build 
an ontology is by using a “bottom-up method”. This method consists on extracting 
from the appropriate documents all the elements needed to compose an ontology. We 
believe that this method is accurate in our case because it does not exist yet an ontol-
ogy of our domain. This method relies on two main stages: the extraction of domain 
terms (Section 3.1.1) and the identification of relations among these domain terms 
(Section 3.1.2). 

Various methodologies exist to guide the theoretical approach chosen, and numer-
ous tools for building ontology are available. The problem is that these procedures 
have not coalesced into popular development styles or protocols, and tools have not 
yet matured to the degree one expects in other software practices. Examples of meth-
odologies followed for ontology building are described in [4], [8], [10]. In general, the 
following steps can define the methodology for the ontology building: (1) “ontology 
capture” and (2) “ontology coding”. The “ontology capture” consists in the identifi-
cation of concepts and relations. The “ontology coding” consists in the definition of 
concepts and relations in a formal language. These two steps are going to be described 
in the following paragraphs in order to present the construction of our ontology. 

3.1   The Ontology Capture Phase 

The ontology capture phase consists in designing the overall conceptual structure of 
the domain. This will likely involve identifying the domain's principal concrete con-



cepts (Section 3.1.1) and their properties and identifying relationships among concepts 
(Section 3.1.2).  

3.1.1   Concepts Extraction 
This section reports on our methodology used towards defining concepts to describe 
the content of theses. The backbone of our ontology is a hierarchy of concepts, which 
had been extracted of the theses themselves. 

The concepts of the ontology are used to automatically categorize documents and 
thus to allow a thematic access to documents. The problem of retrieving concepts and 
their structure come from the using of tools able to retrieve candidate concepts. Like 
described in Section 2, we have used Nomino for concept extraction. Given a docu-
ment or a group of documents, Nomino constructs a specific index, which contains 
phrases composed by two or more words that are supposed to define the field. These 
concepts are called CNU (Complex Noun Units), series of structured terms composed 
by nominal groups or prepositional groups [5]. We used the CNU Nomino results as a 
starting point to construct our ontology. The use of NLP tools (Natural Language 
Processing), like Nomino, often produces “errors”  that have to be corrected by a 
specialist of the field. Some of these “errors”  include phrases that are not concepts or 
phrases that do not really describe the document. The “errors”  found in our work, by 
using Nomino, were generally about the kind of: (1) verbs frequently used (e.g. 
“called” ), (2) abbreviations of names (e.g. “j.” ), (3) names of people, cities, etc., (e.g. 
“John” ), and also (4) phrases that were composed like CNU concepts but that they 
were not interesting (“next phase of the development”). 

Until now, we have not talk yet about the corpus used to make the ontology. The 
corpus used was composed of scientific documents. Once, these documents were ana-
lyzed by Nomino, we have obtained 78 possible concepts to be included in the ontol-
ogy. We have gotten concepts like: “information research”, “information system”, 
“research system”, “remote training”, “abstract ontology”, representation of ontol-
ogy”, etc.  

The next step to construct the ontology is to define the relations between the con-
cepts. In the next paragraph, we describe the process used to find relations by using 
Nomino’s results as input. 

3.1.2   Extraction of Semantic Relations 
With regard to the acquisition of semantic relationships, there exist several approaches 
for acquiring semantic information. Once concepts have been retrieved, by using 
Nomino, they must be structured. One of the best-used techniques to discover rela-
tions among terms in documents relies on the number of terms co-occurrences. This 
technique identifies terms that often occur together in documents. 

Different techniques exist to identify relations among terms; they are based on con-
texts of their co-occurrences. The idea is that two similar terms do not necessarily 
often occur together, as described above, but occur in similar contexts, they often 
appear surrounded by the same words. A first method based on this principle is de-
scribed in [16]. This method represents the contexts in which words occur using a 
variety of lexical features that are easy to identify in large corpora. These contexts are 



then converted into similarity or vector spaces which can then be clustered using a 
variety of different algorithms. A second method relying on this idea of similarity of 
contexts of terms occurrences is the one described by [11]. This method combines 
various text-based aspects, such as lexical, syntactic and contextual similarities be-
tween terms. Lexical similarities are based on the level of sharing of word constitu-
ents. Syntactic similarities rely on expressions in which a sequence of terms appears as 
a single syntactic unit. Finally, contextual similarities are based on automatic discov-
ery of relevant contexts shared among terms. 

In our approach, we use a NLP tool called LIKES [17], which is able to extract re-
lations among concepts. LIKES (Linguistic and Knowledge Engineering Station) 
extracts concepts by looking to those concepts that are repeated in the document. 
LIKES, based on statistic principles, is a computational linguistic station with certain 
functions able to build terminologies and ontologies. The concepts extracted by 
Nomino have been paired in order to find relations between them. Thus, we have 
paired manually all the concepts. These pairs have also been compared in the opposite 
way, for example for the pair “knowledge /language” it has been also evaluated: 
“language /knowledge”. In this way, instead of having for example 200 pairs of con-
cepts, we are going to have 400 pairs of concepts. Identifying relations by using 
LIKES it is an intense work because it takes a long time to process the corpus and to 
visualize the possible relationships. Furthermore, sometimes the relationships found 
are not very pertinent.  

LIKES allows the representation of relationships in order to find similar relations in 
other pairs of concepts. One example of phrases that contained some relationship 
among the pair of concept “knowledge / language” is the following (we have kept the 
same sentence structure in English as in French language): 

• A core of knowledge is represented by all languages; 
• Other knowledge is represented by some languages; 
• Knowledge is represented in all languages. 

In the next paragraph we present the phase of the ontology coding where we are go-
ing to explain how we use the relations, identified by LIKES, to model a formal ontol-
ogy. 

3.2   The Ontology Coding Phase 

The ontology coding is defined as the structuring of the domain knowledge in a con-
ceptual model [20]. In our case the concepts are extracted by using Nomino, in some 
formal language. 

To represent concepts and their relationships we have chosen Protégé. Protégé is a 
knowledge-engineering tool that enables developers to create ontology and knowledge 
bases [7], [9], [12], [18]. In this way, having the concepts extracted by Nomino and 
the relationships among concepts identified by LIKES we have used Protégé to model 
the ontology. Some relationships among concepts were missing and so we have added 
some relations like “has” or “kind-of” . Thus, we have constructed a domain ontology 
able to represent the main concepts included in the corpus. To have a clear idea of 



how the ontology is seen, we represent, in the Figure 1, some concepts and their rela-
tionships, especially for the concepts “language” and “knowledge”. 
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Fig. 1. The classes or concepts “Knowledge” and “Language” are modeled in order to show 
their relationships among other classes or subclasses like “Specification” 

The Figure 1 shows that the class “Specification” is a subclass of the classes “Lan-
guage”, “Ontology”  and “Knowledge”. Therefore, “Specification” is going to be 
included in these three classes. The relationship “Is-represented” is the one that we 
have found by using LIKES. Subclasses included in each class also have properties or 
subclasses. For example in the class “Knowledge” we found the subclasses “Descrip-
tion”  that itself has the subclasses: “Characteristic” , “Context” , “Introduction” , 
“Profile” , “Theme”, “Proprieties” , etc. In our ontology, we have represented not 
only concepts with their relations but also “slots”. A “slot” is an attribute of a class in 
an ontology. For example, we have the relationship “Is-represented”, which can have 
some values or value types that are typically string type. Some of the values for the 
“Is-represented” relationship are: “by all” , “in some” and “in all” . 

4   Semantic Annotation and Ontology Integration 

The initial CITHER project proposes the online access to the scientific doctoral 
theses of the INSA of Lyon, since January 1997. It allows the consultation, the con-
servation of the theses and the promotion of the research of laboratories. The distribu-
tion of theses, in PDF (Portable Document Format) format is done by the way of a 
server. However, by using the PDF format, it is not easy to automatically exploit the 
content of the theses. Therefore, we decided to use the XML format to store the the-
ses. The new CITHER system, using XML documents, is under development. The 
new system’s architecture was designed to satisfy the users’ requirements. These re-



quirements include selecting pertinent information during a search session. We will 
briefly summarize the workflow and describe the associated functions. 

Information Capturing. After the theses are scanned, they are annotated by in-
cluding “metadata tags”. These “metadata tags” come from the concepts extracted 
from the thesis itself. These “metadata tags” describe the semantic content. During this 
phase, we use NLP tool to extract concepts from the documents. The meta-
information discovered during “pre-processing” is then stored with the corresponding 
documents in the repository. The storage is carried out by the “XML content man-
ager”, which adds new information to the theses. Indeed, the domain knowledge con-
tained in the “ontology manager” is based on the meta-information contained in the 
theses. 

User Request. Given a search term, the ontology is used to recommend closer 
terms and to significantly enrich the request of the user. Users will be able to navigate 
between terms in order to choose pertinent documents. Once, terms are chosen by 
users, the “XML content manager” search in the “metadata tags” to find and retrieve 
pertinent fragments of the theses. By this way, if the fragments are pertinent for the 
user, this one can decide to retrieve the complete thesis. 

5   Related Work 

The terms are linguistic representation of concepts in a particular subject field [14]. 
Like this, applications in automatic extraction of concepts, called terms in many cases, 
include specialized dictionary construction, human and machine translation, indexing 
in books and digital libraries. Work in this area has been follow in order to produce 
tools for automatic extraction.  

The University Michigan Digital Library (UMDL) ontology [21] delineates the 
process of publications using six formal concepts: “conception”, “expression”, 
“manifestation”, “materialization” , “digitization”  and “instance”. Each of these 
concepts is related to other concept by using: “has” , “of” ,” kind-of”  or “extends” 
relationship. An ontology in the domain of the digital library is presented in the work 
of [2]. This ontology tries to represent the way in which new work is expressed. As a 
result, using the ontology researchers will no longer need to make claims about the 
contributions of documents (e.g. “this a new theory”, “this a new model”, “this is a 
new notation”, etc), or contest its relationships to other documents and ideas (e.g. “it 
applies”, “ it extends”, “ it predicts” , “it refutes” , etc). 

Some of the methods used to specify ontologies in digital library projects include 
vocabularies and cataloguing codes such as Machine Readable Cataloguing (MARC). 
Other projects are based on the use of thesauri and classifications in order to describe 
different components of a document like the title, the name of the auteur, etc. In this 
way, some algorithms can make use of already existing thesauri in order to provide the 
user with useful suggestions in the integration of ontologies [3]. 



6   Conclusion and Further Research 

We have presented an approach to improve the document retrieval by using the se-
mantic content. Our approach has a double advantage, first, it can exploit the entirely 
content of digital theses by using semantic annotations and it can provide other alter-
natives to the user requests. We have noticed that by adding related words (concepts 
words) in a document, it increases the number of relevant documents identified during 
a search session. In addition, ontologies can be used to support the operation and 
growth of a new kind of digital library, implemented as a distributed intelligent system 
[21]. In consequence, an ontology can be used to deduce characteristics of content 
being searched, and identify operations that are appropriate and available to access 
content or manipulate it in other ways. We have constructed an ontology by following 
a methodology. As long as there are not tools able to construct automatically ontolo-
gies from documents, the process carried out by using NLP tools will be fastidious and 
need the help of field experts. The extraction of relations by hand is very complex and 
by using NLP tools we have noticed that it still remains relations to be instantiated by 
the expert of the field. It is evident that there are still some needs in the ontology con-
struction domain but at this moment, we are able to build ontology to support an entire 
domain. The construction of our ontology is only the first step to make a better access 
to the information in the digital library.  

Further research should investigate the use of dictionaries or thesaurus in digital li-
braries to detect similar and not identical terms. The use of synonyms to complete our 
ontology could be another attempt.  
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