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Abstract
Fake news in social media platforms is a critical issue and it is necessary to detect such news. In this
paper, we describe the system submitted to the UrduFake@FIRE2021. The aim of this shared task is
to detect fake news in Urdu language. Machine learning approach has been used to build our model.
A linear classifier using Stochastic Gradient Descent (SGD) optimization algorithm has been used to
develop our system. The proposed model achieved F1-score of 67.9% and secured first rank over all
submissions for different teams.
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1. Introduction

News that are intentionally and verifiably false called fake news [1]. In this era, detecting fake
news is a critical task due to the tremendous spread of news over the social media platforms.
People or organizations with specific background might fabricate and publish fake news for
unethical purposes [2]. Fake news can be used to insult and defamation individuals, as well as
obstruct social order, incite political unrest, or even undermine the peace and stability of the
international community. More interesting and worse, research on the spreading of fake news
shows that fake news is significantly faster, deeper, and wider distributed than true news [3].

It has been proven that fake news is spreading exponentially, and any attempts in the first
stages would greatly help in reducing the problem [4]. Fake news detection obtained a great
deal of interests in the past from both of academic researchers and industry [5].

This paper presents the system submitted to the UrduFake@FIRE2021 shared task [6], held in
conjunction with FIRE2021. The rest of the paper is organized as follows: section 2 overviews
the related work, section 3 describes in details the structure of our system and section 4 shows
the results of our model. In section 5, the results that the proposed model obtained have been
discussed and finally in section 6, a sight on the future work has been given.
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2. Related Work

Researchers have conducted inclusive research in fake news detection. Ensemble approach has
been used to develop the model for detecting the fake news in Urdu [7]. Amjad et. al. [8] used
Machine Translation (MT) for dataset augmentation. They merged the translated English fake
news to Urdu with the original Urdu dataset [9]. Authors used Support Vector Machines (SVM)
algorithm with character and word n-grams features to train the model. The model achieved
f1-score ranging from 0.83 to 0.89 higher than that of the f1-score obtained for the dataset
through MT. Nankai et. al. combined RoBERTa model for word embeddings Convolutional
Neural Network (CNN) for character level embeddings along with label smoothing and ensemble
learning to develop a deep learning model for Urdu fake news detection [2]. Principally, most
of the work in fake news detection focused on English [10, 11]. Research efforts have been done
in other languages, such as Arabic [12], Indonesian [13] and Italian [14].

3. Dataset

The dataset used in the shared task, named Bend-The-Truth, was distributed by the organizers,
which is divided into training, development and test set. It consists of news articles in six
different domains: technology, education, business, sports, politics, and entertainment [9].
The sources of real news are news channels websites, such as BBC Urdu News, CNN Urdu,
Express-News, Jung News, Naway Waqat, and many other reliable news websites for the time
frame from January 2018 to December 2018. A very rigorous procedure has been followed while
collecting the real news. On the other hand, the fake news articles are intentionally written by
a group of journalists, each expert in corresponding topics. The fake news articles are in the
same domains and almost of the same length as the real news articles. Full details of the dataset
are given in [9].

4. Methodology

NEWUrduFake task is modeled as a binary classification task. Given a set of news articles in
Urdu, 𝑁 = {𝑛1, 𝑛2, 𝑛3, …..}, the task aims at assigning a label from a predefined set 𝐿 = {𝐹 , 𝑅} to
each news article. The label 𝐹 refers to the news article which is fake, while 𝑅 refers to the news
article which is true news.

Vector space model has been used to represent the news article and the weighting scores
for unique tokens were calculated by Term frequency / Inverse Document Frequency (TF/IDF)
[15]. TF/IDF has been used efficiently in native language identification [15], offensive language
detection [16, 17], irony detection [18] and author profiling [19, 20]. To evaluate the effect of
N-gram models, a wide range of N-gram models have been generated and used along with
TF/IDF for building different systems. A set of classification algorithms namely; Multinomial
Naive Bayes, SVM, Linear and MLP have been used for training the model.
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4.1. Model Structure

The structure of our model is shown in Figure 1. The first phase of our model is feature
extraction. In this phase, TF/IDF has been applied to extract the features of the input data. The
next phase is training the model, in this phase, we tried different algorithms and evaluated
using development set. The final phase is producing the model and applying it to the blind test
set to get the final output.

Figure 1: Model Structure

4.2. Experimental Setup

A simple tokenization technique has been used based on white space character. In feature
extraction, tokens have been used without any preprocessing, which increases the number of
features. TF/IDF has been extracted for uni-gram, bi-gram and tri-gram models. SVM with
linear kernel, linear classifier with SGD training and MLP algorithms with different nodes have
been implemented and evaluated on the development set.

5. Results and Discussion

In the model development phase, we applied the different models on the training dataset, and
the results are given in Table 1. Result shows that SGD classifier outperformes MLP and SVM
for bi-gram and tri-gram models. We decided to submit the output of SGD algorithm. Table 2
shows the results of applying different algorithms with ranges of n-gram models. It s clear that
the best performed classifier is SGD with bi-gram model. Also, it secured the first rank among
all the participants.

The proposed model used different machine learning classification algorithms, and the best
performed algorithm has been used for output submission. TF/IDF with a wide range of n-gram
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models have been used to extract the feature for training the model, and a set of rich features
has been produced.

Table 1
Results of development set

F1-Macro Accuracy

Uni-gram
SVM 0.688 0.737
SGD 0.741 0.756
MLP 0.766 0.786

Bi-gram
SVM 0.626 0.695
SGD 0.752 0.767
MLP 0.752 0.756

Tri-gram
SVM 0.611 0.683
SGD 0.717 0.737
MLP 0.699 0.729

Table 2
Results of test set

F1-Macro Accuracy

Uni-gram
SVM 0.538 0.693
SGD 0.677 0.737
MLP 0.644 0.737

Bi-gram
SVM 0.549 0.710
SGD 0.679 0.757
MLP 0.630 0.737

Tri-gram
SVM 0.542 0.707
SGD 0.677 0.757
MLP 0.643 0.743

6. Conclusion

Our system uses TF/IDF as a language model, it is very basic and simple. Using more accurate
language model such as word embeddings may improve the performance of the model. On the
other hand, preprocessing step, if added, may enhance the accuracy of the system.
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