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Abstract
In recent studies, multi-task learning (MTL) has achieved remarkable success in natural language
processing applications. In this paper, we present the application of MTL with transformer-based models
(RoBERTa [1]) on two different but related, shared tasks: Hate Speech and Offensive Content Identification
(HASOC) [2, 3], and Trolling, Aggression and Cyberbullying (TRAC) [4, 5]. The MTL model performs
slightly better than RoBERTa on two datasets, slightly worse on one dataset and they have the same
perfomance on another one. The MTL model performs better than the participants’ systems only on the
HASOC 2019 dataset.
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1. Introduction

Multi-task learning (MTL) is attracting increasing interest, especially in the era of deep learn-
ing [6]. It is widely used in natural language processing [6, 7], computer vision, recommenda-
tion [8], tasks, etc.

MTL has been used in different ways: considering a single task, but on multi corpora [7],
multi-tasks on a single corpus [9], and finally multi-tasks on multi corpora [6]. Our work is
related to the latter.

We investigate the use of MTL with transformer-based models (RoBERTa [1]) on two different,
but related, shared tasks: Hate Speech and Offensive Content Identification (HASOC) [2, 3], and
Trolling, Aggression and Cyberbullying (TRAC) [4, 5]. We hypothesize that the performance
of models on individual tasks can be improved via joint learning. Our empirical experiments
show that the MTL results are only slightly better than RoBERTa results on two datasets out of
four, slightly worse on one dataset, and the same on one dataset. Furthermore, The MTL model
performs better than the participants’ systems only on HASOC 2019 dataset.

The rest of the paper is organized as follows. First, Section 2 presents related work. Then, we
describe the multi-task learning model we used in Section 3, followed by the dataset description
in Section 4 and results presentation in Section 5. We conclude with future work in Section 6.
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2. Related Work

2.1. Hate Speech and Aggression Detection

Detecting online abuse, hate speech, aggression, offensive content, etc are important issues.
In recent years, much research has been conducted to detect hate speech [10, 11], offensive
language [12], and aggression [13, 14]. Several European projects and workshops are addressing
this challenge and a number of evaluation forums dealing with offensive content, hate speech
and aggression have been organised recently. In order to solve these challenges, participants
heavily rely on deep learning techniques which achieve the best results. Transfer learning
using transformer such as BERT [15], RoBERTa [1], etc have been used a lot recently and often
achieved the best results. This is the case in GermEval [16], SemEval-2019 Task 6 [12], TRAC
[4, 5] and HASOC [2, 3].

2.2. Multi-task learning

Multi-task learning (MTL) aims to improve the learning of a model for a given task by using
the knowledge contained in tasks where all or a subset of tasks are related [17].

A MTL framework is similar to that of transfer learning, but with significant differences. In
MTL, the goal is to improve performance on all tasks (there is no distinction between different
tasks) while in transfer learning, the target task is more important than the source tasks. Indeed,
the objective of transfer learning is to improve the performance of a target task using source
tasks [17]. In other word, MTL treats all the tasks equally while transfer learning gives more
attention to the target task.

MTL and transfer learning can also be combined, i.e. considering the target tasks in transfer
learning as MTL tasks for joint learning [6].

3. MTL model

In this paper, we study the effectiveness of an MTL with transformer-based models (RoBERTa
[1]) for Hate Speech and Aggression Detection.

In the BERT [15] era, a multi-task model works by having one shared encoder transformer,
and several task head, one for each task (see in Figure 1a). Note that a multi-task model is
trained on different tasks in parallel and not sequentially as in the original BERT.

The idea of the MTL model we used is to create separate models for each task, but these
models will share the encoder weights (see Figure 1b). This allows us to have different forms of
input for each task; this is not the case with a single encoder transformer. This model is also
easy to implement. This will achieve the same objective as joint encoder trained for multiple
tasks, while maintaining the independent implementation for each model.

For the multi-task learning, we used the architecture presented by Jason Phang on github1 as
well as the same hyperparameters.

1https://github.com/zphang/zphang.github.io/blob/master/files/notebooks/Multi_task_Training_with_
Transformers_NLP.ipynb
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(a) Model with one encoder. (b) Model with shared encoder weights.

Figure 1: Two multi-task model architectures: (a) MTL with one encoder and several task heads, (b)
MTL with shared encoder weights (model we use)2.

4. Datasets

For our experiments, we use four datasets in total, two for each of the two shared tasks HASOC
(Hate Speech and Offensive Content Identification) [2, 3] and TRAC (Trolling, Aggression and
Cyberbullying) [4, 5].

4.1. HASOC

The aim of the HASOC shared task is to automatically detect hateful content in text messages
posted on social media, especially Twitter. It is a multilingual track combining English, German
and Hindi, and consists of two main sub-tasks:

1. Sub-task A: it focuses on the identification of hate speech and offensive language for
English, German and Hindi. The goal is to classify texts into two classes: HOF (hateful
and offensive) and NOT (not hateful and offensive).

2. Sub-task B: it is a fine-grained classification for English, German and Hindi. Here, mes-
sages labelled as HOF in subtask A are further classified into three categories: HATE
(hate speech), OFFN (offensive) and PRFN (profane).

In this work, we focused only on the English datasets and on subtask A. We did not consider
subtask B because both sub-tasks (A and B) use the same texts and only the labels change. As
our model is a multi-task learning one, we did not want to feed the model twice with the same
input. We hypothesize that applying a multi-task learning on the both sub-tasks will lead to an
over-fitting model. This hypothesis will be studied in future work.

We used two English datasets from HASOC 2019 and HASOC 2020. Table 1 presents the
statistics of these training and test datasets.

2Source : https://github.com/zphang/zphang.github.io/blob/master/files/notebooks/Multi_task_Training_with_
Transformers_NLP.ipynb
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Table 1
Distribution of datasets in HASOC 2019 and 2020 shared task for English.

HASOC Train Test

2019
HOF 2,261 288
NOT 3,591 865
Total 5,852 1,153

2020
HOF 1,856 807
NOT 1,852 785
Total 3,708 1,592

4.2. TRAC

The aim of TRAC is to identify aggression, trolling, cyberbullying and other related phenomena
in both speech and text from social media. The shared task goal is to distinguish between
three levels of text aggressiveness: overtly aggressive (OAG), covertly aggressive (CAG) and
non-aggressive (NAG). Overtly aggressive means that there is a direct expression of aggression
with specific words while covert aggression expresses aggression in a subtle way such as indirect
attack or by polite expressions.

Here we focused on English language (the dataset also has an Hindi part). We used two
English datasets from TRAC 2018 and TRAC 2020. The 2020 edition of TRAC has another
challenge, but we did not consider it in this work for the same reason as for HASOC subtask B.

TRAC 2018 comprises two test sets. We consider here the one that contains texts from the
same social media as the training data texts. We will study the generalisation of our model in
future work.

Table 2 presents the statistics of the TRAC 2018 and 2020 English training and test datasets.

Table 2
Distribution of texts in TRAC 2018 and 2020 datasets - English.

TRAC Train Validation Test

2018

CAG 4,240 1,057 142
OAG 2,708 711 144
NAG 5,051 1,233 630
Total 11,999 3,001 916

2020

CAG 453 117 224
OAG 435 113 286
NAG 3,375 836 690
Total 3,375 1,066 1,200

5. Results

This section reports the results of our MTL model on the English datasets of HASOC (2019 and
2020), and TRAC (2018 and 2019) shared tasks.

As an evaluation measure, we use the Macro-F1 and Weighted-F1 which are the official
measures of the HASOC and TRAC shared tasks.



To train our MTL model, we used the training parts of the four datasets presented in Section
4 all together. As a baseline, we consider a RoBERTa, that is to say a single model, that we
fine-tuned individually on each dataset. Table 3 reports the results on each test dataset.

Table 3
MTL outperforms the baseline model or has similar results on each shared task test dataset. Best results
are in bold for each data sets. The difference between MTL and baseline results are not statistically
significant (t-student with p=0.05)

Task Edition Model Macro-F1 Weighted-F1

HASOC
2019

MTL 0.80 0.85
baseline 0.77 0.82

2020
MTL 0.91 0.91

baseline 0.91 0.91

TRAC
2018

MTL 0.55 0.63
baseline 0.54 0.63

2020
MTL 0.64 0.73

baseline 0.68 0.75

The MTL model outperforms or achieves the baseline results, except on TRAC 2020 dataset.
Our hypothesis for this result is the dataset distribution. Indeed, the TRAC 2020 dataset is more
unbalanced than the others. A deeply analysis has to be conducted for in-depth understanding.

We also compare the MTL results to HASOC and TRAC shared task participants’ results,
except HASOC 2020 because we do not know how the organizers computed the participants
results. We observed that MTL outperforms the best participant’s results in HASOC 2019
where best Macro-F1 is 0.79 and weighted-F1 0.84. Concerning TRAC, according to weighted-F1
measure, the MTL achieved the fifth best score compared to 2020 edition’s results (best: 0.80)
and the third best score compared to 2018 edition’s results (best: 0.64). Table 4 reports these
results.

Table 4
MTL outperforms best participant’s result on HASOC 2019 test dataset and achieves third and fifth best
score respectively on TRAC 2018 and 2020. Best results are in bold for each data sets.

Task Edition Model Macro-F1 Weighted-F1

HASOC 2019
MTL 0.80 0.85

YNU_wb [18] 0.79 0.84

TRAC

2018
saroyehun [19] - 0.64

EBSILIAUNAM [20] - 0.63
MTL 0.55 0.63

2020
Julian [21] - 0.80

sdhanshu [22] - 0.76
Ms8qQxMbnjJMgYcw [23] - 0.76

zhixuan - 0.74
MTL 0.64 0.73

The results show the efficiency of using MTL for Hate Speech and Aggression detection given
the fact that we only used a simple approach (architecture) of MTL with transformer-based



models. These results lead us to believe that if we improve our MTL architecture or approach,
the better results we will have.

6. Conclusion

In this paper, we presented the use of MTL for Hate Speech and Aggression detection. For this,
we trained an MTL model on two different but related shared tasks: Hate Speech and Offensive
Content Identification (HASOC) [2, 3], and Trolling, Aggression and Cyberbullying (TRAC)
[4, 5]. Our experiments show the efficiency of MTL on both shared tasks, where the MTL model
outperforms or achieves the simple fine-tuned model (consider as baseline) results. The results
are also promising when compared to shared tasks participants’ results where MTL outperforms
the best participant’s results in HASOC 2019, achieves the third best score in TRAC 2018 and
the fifth best score in TRAC 2020.

There are some limitations to this work. Our results on MTL training show that MTL is not
always effective as we have seen with HASOC 2020. This may be due to the high imbalance of
the dataset. It is however promising since we used a simple MTL architecture with transformer-
based models. As future work, we would like to investigate the following:

• Improving the model architecture by using a more complex one that would be able to
lean more.

• Testing other transformer based model such as XLNet [24] which should handle depen-
dencies between tasks well.

• In-depth analysis of the datasets and the impact of their characteristics on the model
effectiveness.
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