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Abstract

Information has been referred to as the “oil” of the 21 century, emphasizing its immense importance.
However, it also has the potential to pose significant risks and hazards if it is not correct. Hence, it
is imperative to reduce the spread of misinformation. In this paper, we present our participation in
Task 2 (i.e., detecting subjective tasks) and Task 3A (i.e., detecting political bias in news articles) of
CLEF CheckThat! 2023 which focuses on reducing the spread of misinformation. We propose utilizing
ChatGPT for these classification tasks and explore zero-shot and few-shot classification using ChatGPT.
While the performance of our approach varies across different languages in Task 2, we are ranked 3™ on
the German dataset with 0.71 macro F, score. In Task 3A, we are ranked 2" with 0.646 Mean Absolute
Error (MAE).
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1. Introduction

The Internet has served as the primary tool for accessing information over the past two
decades. Alongside its ability to facilitate the rapid dissemination of information, it
provides a wide range of information sources thanks to its inclusive nature, allowing
contributions from anyone. While this accessibility makes reaching information extremely
convenient, it also raises concerns about the reliability and quality of the information
available. As a result, ensuring the trustworthiness of information has become an
important research direction [1, 2.

The process of verifying factuality is not a straightforward task and often requires
multiple steps to reach a conclusive result. One crucial step in fact-checking is to decide
whether a statement requires fact-checking or not. For instance, we first need to detect
the subjectivity of a statement as there is no need to fact-check personal opinions and
beliefs. In addition, when content creators exhibit personal biases, the reliability of the
information necessitates further investigation. In this regard, we focus on subjectivity and
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political bias analysis, specifically addressing Task 2 [3] and Task 3A [4] in CheckThat!
Lab at CLEF 2023 [5].

Subjectivity analysis entails identifying whether a sentence is subjective or objective,
while political bias analysis involves detecting left, right, and center opinions within an
article. In our study, we propose the utilization of ChatGPT for both tasks. Renowned
for generating high-quality responses across various domains, we think that it can be
also utilized for classification problems, as it eliminates the need for training or tuning
processes. Thus, we adapt ChatGPT to the classification tasks in CheckThat! 2023 Lab
and evaluate its performance in zero-shot and few-shot settings.

Our findings can be summarised as follows: 1) With the exception of the Dutch and
German datasets, ChatGPT falls behind the baseline method in Task 2. 2) ChatGPT is
more effective in detecting the political bias than subjectivity. Our approach in Task
3A is ranked 2", 3) Interestingly, ChatGPT performs better in zero-shot classification
compared to the few-shot setting in both tasks.

2. Related Work

2.1. Subjectivity Detection

Subjectivity analysis has been extensively explored by prior work. Numerous studies
have dedicated efforts towards subjectivity detection, recognizing its importance as a
preliminary step in other NLP tasks [6, 7]. Chaturvedi et al. [7] and Montoyo et al. [8]
specifically concentrate on subjectivity detection to enhance the quality of sentiment
analysis. In the case of Sixto et al. [6], subjectivity analysis serves as the primary step
in polarity detection tasks. Riloff [9] exploits subjectivity to enhance the precision of
information extraction systems. Wilson et al. [10] design a comprehensive system for
detailed subjectivity analysis. Apart from subjective text classification, their system also
aims to extract textual elements that contribute to subjectivity.

2.2. Political Bias

An extensive amount of research has been conducted to investigate the presence of
political bias in news articles, shedding light on its impact and various dimensions [11, 12].
Content based bias detection is generally conducted at two levels of granularity: the
article level [13| and the sentence level [14]. Lin et al. [15] use statistical methods such
as Naive Bayes and SVM to analyze political orientation at the document and sentence
levels as a precursor to this problem. Chen et al. [12] demonstrate the detection of media
bias using sequential models and illustrate the possibility to reveal the bias at different
granularity levels. More recently, Hong et al. [11] propose a more robust and general
multi-head attention by overcoming the issue of domain dependency.



3. Proposed Approach

In this section, we describe how we employ ChatGPT for zero-shot and few-shot clas-
sification. Firstly, we convert classification tasks into queries in order to interact with
ChatGPT. These queries comprise two components: a command part and a content
part. While the content part corresponds to the text to be classified, the command
part specifies the desired output based on the content. In our scenario, the content
corresponds to a sentence (Task 2) or a news article (Task 3A). The command presents
labels and instructs ChatGPT to classify the content based on the labels. We use separate
commands for the two tasks we participate in.

Table 1
Zero-shot and few-shot subjectivity classification using ChatGPT for Task 2
Task and Quer ChatGPT
Method Y Response
Task . — — — — s —
Ze?os—s}?;t Can you tell in one word whether this article expresses an objective or subjective opinion: ”It’s | Subjective
all justified in the name of racial “equity. But it’s nothing more than a nice way of saying they
want to destroy the Historic American Nation.”
Fe-r\?::hzo’t Can you tell in one word whether this article expresses an objective or subjective opinion: ”It’s | Subjective

all justified in the name of racial “equity. But it’s nothing more than a nice way of saying they
want to destroy the Historic American Nation.”

Here are some examples:

1) Theresa May made this more explicit: ‘Socialism is about levelling down. (Objective)

2) But he said the risk of a violent backlash had grown this year. (Objective)

3) Many originate with educational, recreational and sociological enthusiasts [...]. (Objective)
4) This week, authorities in Belgrade put a stop to EuroPride, [...]. (Objective)

5) “Normally, the majority opinion would speak for itself. The decision is [...]. (Objective)

6) White House officials have touted their efforts to cut down on the paperwork [...]. (Subjective)
7) One day’s work in every four belongs to government. (Subjective)

8) The battle to set our economic machine in motion in this emergency takes new [...]. (Subjec-
tive)

9) An indebted state-owned bus company in Lanzhou, the capital of Gansu [...] (Subjective)
10) Still, many of the nation’s 3.1 million public-school teachers have become [...]. (Subjective)

Command Content Groundtruth examples

In the context of few-shot classification, our objective is to boost classification perfor-
mance by providing ChatGPT with groundtruth classification examples, which consist
of pairs of statements and their corresponding labels. To determine which examples
to provide in Task 2, we initially conduct zero-shot classification on the training data.
Subsequently, we randomly choose five misclassified training samples from each class and
utilize them as ground-truth examples for few-shot classification on the validation and
test data. In Task 3A, we follow a slightly different approach such that we randomly
select five examples from the whole training set (i.e., not only misclassifed ones) for
each label and provide these samples for few-shot classification. For each prediction, we
re-sample the examples. Table 1 and Table 2 illustrate how we utilize ChatGPT for
zero-shot and few-shot classification.

One of the problems we face during the utilization of ChatGPT for classification



is that it cannot draw a conclusion about the class of some data samples. ChatGPT
couldn’t classify only a few of the samples in the dataset of Task 2, for each language.
Approximately 100 data points for Task 3A responded to this text is not political,
remaining neutral. In such cases, we naively classify those samples as the majority class,
which is “OBJ” for Task 2 and “right” for Task 3A.

In Task 3A, we encountered some further challenges. We normally use the content part
articles in our queries. However, the content part of 109 articles (out of 5008) contain
the same text with different titles. We encountered the same issue with 45 samples in
the test set. For these articles, we combine the title and content sections in our queries.
In addition, in some cases ChatGPT returns “right-center” and “left-center” responses
while we do not have these labels. In these cases, we select the majority class in the
train-validation data.

Table 2
Zero-shot and few-shot political bias prediciton using ChatGPT for Task 3A
Task and Quer ChatGPT
Method Y Response
sz;_t_ﬁ;t Choose a political leaning for this text, answer with only one word(left,center,right):  "After Center
2% years of civil war in Syria, President Barack Obama’s larger policy is in disarray even as his
administration, with help from Russia, averted a military..”
Fe-r\?::hit Choose a political leaning for this text, answer with only one word(left,center,right): ~ "After Center

2}, years of civil war in Syria, President Barack Obama’s larger policy is in disarray even as his
administration, with help from Russia, averted a military..”

Here are some examples of the classes:

1 - “Senate Judiciary Committee Chairman Lindsey Graham (R-S.C.) said [..]” : (Cen-
ter)

2 - “The Senate confirmed Antony Blinken to be President Biden’s Secretary of State [...]
(Center)

3 - “President Biden directed the Department of Energy on Tuesday to release 50 [...].” : (Center)
4-“News ‘Every Blessing To Her And Her Film’: Shia LaBeouf Reacts After Olivia [...].” : (Center)
5 - “News What to expect as Democrats retain the Senate for the next two years [...]” : (Center)’
6 - “As the House of Representatives is dragged closer to a vote on authorizing [...]” :(Left)

7 - “ANALYSIS Democrats came into the 2020 Senate elections as slight favorites [...]” : (Left)

8 - “News Iranian Women Are Burning Their Hijabs And Cutting Their Hair [...]” : (Left)

9 - “The emails to H don’t contain a smoking gun, at least not yet [...]” : (Left)

10 - “ANALYSIS The growing Trump-Biden war over China, explained [...]." : (Left)

11 - “Yesterday during a press conference, Attorney General Eric Holder [...]” : (Right)

12 - “He was not on the ballot, but former President Trump was one of [...]” : (Right)

13 - “The scandals facing the White House particularly the Benghazi [...].” : (Right)

14 - “News Hearing aids now available over the counter for first time [...]” : (Right)

15 - “The Supreme Court delivered a dramatic change to abortion jurisprudence [...]” : (Right)

»

Command Content  Groundtruth examples

4. Experiments

In this section, we first describe our experimental setup. Subsequently, we present our
results.



Table 3
Label distribution of train, validation and test sets for Task 2

Train Validation Test
Language | OBJ SUBJ | OBJ SUBJ | OBJ SUBJ
Multi“ngual 4371 2257 300 300 300 300
Arabic 905 280 227 70 363 82
Dutch 489 311 107 93 263 237
English 353 298 106 113 116 127
German 492 308 123 77 194 97
Italian 1231 382 167 60 323 117
Turkish 422 378 100 100 129 111
Table 4
Label distribution of train, validation and test sets for Task 3A
Train Validation Test

Left Center Right | Left Center Right | Left Center Right
12074 15452 17545 | 1342 1717 1949 | 2589 1959 650

4.1. Experimental Setup

The dataset created for Task 2 comprises 6 languages and the multilingual setting. Table 3
presents language-specific label distribution. For Task 3A, the training and development
datasets consist of JSON files that contain title, content and label data. The data
distributions of the train and validation sets are presented in Table 4. Due to time
limitation and slow execution of ChatGPT results, we could use only 1,000 samples from
the validation set in Task 3A. We use Turkish queries for Turkish dataset and English
queries for the other languages.

In Task 2, we report accuracy and macro F; scores. In Task 3A, we report mean
absolute error (MAE), i.e., the official metric of the lab, and accuracy, precision, recall,
and f;. Due to the imbalance label distribution, we present the weighted scores for all
metrics except MAE.

4.2. Experimental Results
4.2.1. Task 2

Table 5 presents zero-shot and few-shot classification performances on the validation
dataset. The evaluation of few-shot classification does not include multilingual data,
mainly because the data samples which can belong to any of the six languages makes it
challenging to select the appropriate ground-truth examples. As can be seen in the table,
the zero-shot classification outperforms the few-shot classification, except for Italian
and Turkish. Thus, we submitted few-shot predictions for the test data in these two
languages, while utilizing zero-shot predictions for the others.

Table 6 shows the scores and rankings obtained from the submitted predictions for
each language on the test dataset. In comparison to the validation scores, the test scores



Table 5

Zero-shot and few-shot classification results for Task 2 validation set

are generally lower, with the exception of Dutch. We achieve the best ranking in German.
While the subjectivity detection performance of ChatGPT is impressive, its performance

Zero-shot Few-shot
Accuracy Macro F1 | Accuracy Macro F1
Multilingual 0.69 0.68 - -
Arabic 0.76 0.70 0.51 0.51
Dutch 0.64 0.64 0.61 0.59
English 0.68 0.66 0.64 0.60
German 0.79 0.78 0.76 0.75
Italian 0.63 0.62 0.73 0.69
Turkish 0.73 0.72 0.80 0.79

is lower than most of the participants.

Table 6
Zero-shot and few-shot classification results for Task 2 test set
Zero-shot Few-shot Baseline
Rank
Macro F1 SUBJ F1 | Macro F1  SUBJ F1 Rank
Multilingual 0.67 0.73 - - 4/4 3/4
Arabic 0.65 0.52 - - 5/5 4/5
Dutch 0.73 0.77 - - 3/5 4/5
English 0.63 0.74 - - 9/11 7/11
German 0.71 0.67 - - 3/7 6/7
Italian - - 0.63 0.54 5/6 4/6
Turkish - - 0.70 0.79 6/6 5/6
4.2.2. Task 3A

Table 7 presents results for the validation set. We observe that zero-shot outperforms
the few-shot classification. Thus, we submit zero-shot classification results for the test
data. The results on the test set are shown Table 8. Our ranking in Task 3A is better
than our ranking in Task 2, suggesting that ChatGPT is more suitable for political bias
detection than subjectivity.

Table 7

Results for Task 3A Validation Set
Classification | Precision | Recall | F, Accuracy | MAE
Few-shot 0.46 0.43 0.43 | 0.43 0.71
Zero-shot 0.54 0.49 0.48 | 0.49 0.58




Table 8

Results for Task 3A Test Set

Classification | Precision | Recall | F, Accuracy | MAE | Rank
Zero-shot 0.49 0.44 0.40 | 0.44 0.64 2/5

5. Conclusion

In this paper, we present our participation in Task 2 and Task 3A of CLEF-2023 Check
That! Lab. For both tasks, we utilize ChatGPT with two different approaches: zero-shot
and few-shot classification.

In Task 2, we could not surpass the baseline in five languages (Multilingual, Turkish,
Arabic, Ttalian, and English) with the approach we employed. We achieved the best
results in Dutch and German languages, where we outperformed the baseline and secured
the 3 position in the rankings.

for Arabic, Dutch, English, German, Italian, and Turkish languages, respectively. In
Task 3A, we are ranked 2°¢ (out of 5 groups).

In the future, we plan to explore how ChatGPT can be utilized more effectively in
these tasks. In particular, we plan to investigate the impact of how prompts are written,
the size of the samples provided in the few-shot approach, and how to select the samples.
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