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Abstract
In our research, we aim to assess the effectiveness of Large Language Models (LLMs) in performing query
expansion in the context of Information Retrieval (IR). Some recent solutions proposed and studied in the
literature to perform this task have proven effective considering specific LLMs, datasets, or prompt engineering
techniques. In this paper, we intend to deepen this analysis with a more comprehensive and up-to-date view
of their effectiveness, by comparing the results obtained from such solutions in the context of Zero-Shot (ZS)
and Chain-of-Thought (CoT) learning, so as to be agnostic with respect to Few-Shot (FS) learning that requires
additional training data from the dataset considered for evaluations, and using a variety of LLMs also of the
latest generation. Results obtained across various LLMs generally demonstrate the superiority of utilizing recent
LLM-based solutions for query expansion when employed in a prompt engineering scenario based on Zero-Shot
learning. This showcases the intrinsic effectiveness of such recent LLMs even characterized by a modest number
of parameters.
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1. Introduction

In an Information Retrieval System (IRS), the proper formulation of a query has a substantial impact
on the effectiveness of the system in retrieving relevant search results. However, it is well known in
the literature how uncertainty and vagueness are challenges encountered when formulating a query
due to imprecise or ambiguous user input [1]. Users may be unsure about the exact terms or concepts
they want to retrieve information on and may express their information needs in broad terms or use
ambiguous language, making it challenging for the system to accurately interpret their intentions. In
this way, both uncertainty and vagueness can lead to retrieval difficulties, as the system may struggle
to understand and match the user’s query with relevant documents.
To tackle these hurdles effectively, it is often necessary to reformulate the query, ensuring it aligns

more closely with the user’s information needs. This often involves employing a specialized strategy
such as query expansion, which entails integrating additional related terms to encompass potential
interpretations of the user’s intent. Many approaches have been proposed over the years to address
this tasks [2].

Nowadays, in particular, with the rapid progress of the so-called generative AI, Large Language Models
(LLMs) have been effectively applied to the query expansion problem in IR through the application of
prompt engineering techniques [3, 4]. In particular, the Query-to-Document (Q2D) model [4] capitalizes
on the generative capabilities of LMMs to generate a pseudo-document from the original query, serving
as a dependable reference instead of the conventional Pseudo-Relevance Feedback (PRF) documents for
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query expansion. Such a model was tested in the original paper in a Few-Shot (FS) learning setting [4],
on a single LLM. PRF and Q2D models have been further compared in [3], where different prompts
in Zero-Shot (ZS) and Chain-of-Thought (CoT) learning settings have been tested in addition to the FS
learning setting, by employing a couple of open-source LLMs. The mentioned paper also proposes
an approach denoted as Q2E that, unlike Q2D, does not consider the pseudo-document to expand the
query, but only keywords generated by the considered LLMs.
Such solutions have proven their effectiveness with respect to specific and distinct LLMs, datasets,

or prompt engineering techniques; however, it is our opinion that they need to be further tested
comparatively against the use of different LLMs (both with a large and small number of parameters,
both proprietary and open-source) and against prompt learning techniques that are agnostic to additional
labeled data with respect to the datasets used for evaluations but rely only on the potential of the
pre-trained models. Hence, in our study, we examine the capabilities of several recent LLMs ranging
from 7 to 20 billion parameters, in both Q2D and Q2E operations, with respect to multiple IR subtask
considering different datasets (and contexts), in both a ZS and a CoT setting.
The findings align closely with existing literature, affirming the efficacy of the Q2D approach for

query expansion tasks using LLMs guided by prompt engineering techniques. A notable observation,
especially when compared to prior comprehensive studies, is that contemporary LLM models consis-
tently outperform their predecessors in Zero-Shot learning scenarios. This underscores the inherent
effectiveness of these recent LLMs, even when operating with a relatively limited number of parameters.
The remainder of the article is structured as follows: Section 2 delves into previous literature

pertaining to the task under consideration; Section 3 delineates the models and prompt engineering
techniques employed with LLMs for executing the task; Section 4 expounds upon and deliberates the
outcomes of the comparative evaluation; and finally, Section 6 encapsulates the study’s findings and
identifies avenues for future research.

2. Background and Related Work

Query expansion in Information Retrieval (IR) is a technique used to improve the effectiveness of
search queries by automatically supplementing them with additional relevant terms [2]. The aim is to
capture a broader range of relevant documents and increase the chances of retrieving the most relevant
information, thus enhancing the performance of IRSs [5]. The operations involved in expanding a query
can vary in nature and may or may not involve the user and their feedback in an iterative process. In
this work, we exclusively focus on query expansion techniques with no user interaction.
At its core, query expansion enhances IRSs by broadening query terms into additional terms that

convey the same concept or information need, thereby increasing the probability of a lexical match
with documents in the corpus. Early research on query expansion predominantly centered on Pseudo-
Relevance Feedback (PRF) [6, 7]. In PRF, the top-ranked documents are treated as pseudo-relevant
documents, and terms that frequently occur in these documents but are not present in the original
query are extracted. These additional terms are then added to the original query to refine and broaden
its scope, aiming to retrieve more relevant documents in subsequent searches. PRF-based methods
are particularly practical as they do not necessitate the construction of a domain-specific knowledge
base and can be applied to any corpus. Recent advancements in query expansion have capitalized on
neural networks to either generate or select expansion terms [8, 9], typically through model training or
fine-tuning approaches.
It is in this scenario that the capabilities associated with pre-trained generative AI models open up

intriguing possibilities for query expansion. Although the literature is still quite limited in this regard,
some work is demonstrating the effectiveness of LLMs for the task of expanding queries using only
prompt engineering techniques [10]. In this regard, there are actually three main techniques that are
used nowadays [11], previously mentioned in the Introduction, which are worth briefly detailing in
this section. Zero-Shot learning refers to the ability of a model to perform a task even when it has not
been explicitly trained on examples of that task. In other words, the model is able to generalize from its



training data to perform new tasks it has not seen before. Few-Shot learning extends the idea of ZS
learning by allowing the model to be further fine-tuned on a very small number of examples (a “few
shots”) for a given task. Finally, Chain-of-Thought learning emphasizes the ability of a language model
to maintain context and coherence over longer passages of text. It is about the model’s capability to
follow and understand a chain of related ideas or thoughts within a conversation or text.
Not directly related to the query expansion task, but equally useful to discuss in this section as a

starting point, is the approach presented in [12]. Here the authors propose Hypothetical Document
Embeddings (HyDE) for dense retrieval, where ZS learning instructs an LLM (i.e., GPT-3, text-davinci-
003) to generate a hypothetical document 𝑑 from a query 𝑞, by employing the following prompt: “Write a
paragraph that answers the question”. The document 𝑑, encoded into an embedding vector, may capture
relevance patterns but also contain non-relevant information or hallucinations. Hence, this vector is
employed to identify a neighborhood in the corpus embedding space, where similar real documents are
retrieved based on vector similarity. This second step ground the generated document to the actual
corpus, with the encoder’s dense bottleneck filtering out the incorrect or non-relevant information. A
notable approach that has some similarities with the previous one but this time developed specifically to
perform query expansion is Query-to-Document (Q2D) [4]. This solution is based on the generation of
documents from an LLM (i.e., i.e., GPT-3, text-davinci-003) as a reliable proxy of the original queries,
enhancing retrieval accuracy with no use of PRF. The approach, in particular, given a query 𝑞, employs
FS learning to generate a pseudo-document 𝑑 that is later employed to expand 𝑞. The prompt comprises
the brief instruction: “Write a passage that answers the given query:” and 𝑘 labeled pairs randomly
sampled from a training set (in the paper, 𝑘 = 4). Subsequently, 𝑞 is expanded to a new query 𝑞+ by
concatenating 𝑞 with the pseudo-document 𝑑. The approach was tested against both sparse and dense
retrieval and has proven to be effective w.r.t. to both of them and the considered baselines. However, in
both cases, the solution relies on FS learning – it is therefore necessary to have training samples that
can be used for the generation of the pseudo-document – and, however, results refers just to GPT-3.

Further elaborated in [3], the performance of the above-mentioned Q2D LLM-based query expansion
technique has been assessed when utilizing the FLAN open-source model (specifically, Flan-T5 and
Flan-UL2) [13] to generate a hypothetical document from a query to operate a Q2D expansion, by
using different prompt engineering techniques, such as ZS, FS, and CoT, and prompts. Additionally, a
Q2E approach has been proposed, which is similar to the Query2Doc FS learning but with examples
of query expansion terms instead of documents. Also its ZS and CoT versions have been tested in
the paper. The results of this work illustrate that in general Q2D is superior to Q2E and that in each
case performing prompt engineering by CoT gives outperforming results compared to ZS, for the LLM
considered. The fact remains, despite the breadth of comparative evaluations against the different
considered configurations, their effectiveness is only evaluated against the single FLAN model.

3. Methodology

As we have seen, the literature works presented above each have some drawback stemming either
from the use of a single LLM or from the utilization of training data in the prompt engineering phase,
which furthermore has also shown not to yield better results. Given that our objective is to conduct a
comparative evaluation across multiple LLMs, and we do not consider any data referencing the datasets
we will use for evaluations (thus neither FS learning nor PRF), in this approach, we explore the query
expansion problem in both a ZS and a CoT scenario.

3.1. Query Expansion

Similar to what was done in [4] and [3], we consider the template for query expansion in a sparse
retrieval scenario as follows:

𝑞+ = concat ({𝑞 × 𝑛}, prompt𝑥)



where 𝑞+ is the expanded query, 𝑛 is the number of times the original query 𝑞 is repeated,1 and prompt𝑥
returns the expansion terms for 𝑞, which may consist of the pseudo-document in the case of using the
Q2D model or a set of expansion keywords in the case of using the Q2E model, both of which were
previously illustrated in Section 2. The 𝑥 symbol refers to the specific configuration used to generate
pseudo-document or keywords, with respect to the prompt engineering technique considered. Thus, for
example, 𝑥 = 𝜇/𝜙 indicates the use of the 𝜇 model driven by an LLM using 𝜙 learning for the generation
of the pseudo-document for query expansion. The list of configurations used is shown in the next
section.

3.2. Prompt Engineering

In the context of the Zero-Shot learning scenario, the prompts utilized for generating the pseudo-
document (𝑖) and the expansion keywords (𝑖𝑖) are as follows:

(𝑖) Write a passage that answers the following query: [query]
(𝑖𝑖) Write a list of keywords for the following query: [query]

In the context of the Chain-of-Thought learning scenario, the prompt utilized for generating the
pseudo-document (𝑖𝑖𝑖) is as follows:

(𝑖𝑖𝑖) Answer the following query: [query]
Give the rationale before answering

These prompts were executed by each of the LLMs detailed subsequently in the next section, con-
cerning the various configurations outlined below:

• Q2D/ZS: the Zero-Shot version of the Q2D model [4] based on prompt (𝑖);
• Q2E/ZS: the Zero-Shot version of the Q2E model [3] based on prompt (𝑖𝑖);
• Q2D/CoT: the Chain-of-Thought version of the Q2D model [4] based on prompt (𝑖𝑖𝑖).

4. Comparative Evaluation

Experimental comparative evaluation is conducted in this study with regard to the utilization of various
LLMs, encompassing both proprietary and recent open-source models (Section 4.1). Evaluation is
conducted on a variety of datasets, encompassing a range of tasks and domains (Section 4.2), utilizing
standard metrics for assessing Information Retrieval Systems (IRSs) effectiveness (Section 4.3), and
benchmarked against established baselines (Section 4.4). Subsequently, detailed results of this com-
parative evaluation are presented (Section 4.5). All experiments have been carried out within a sparse
retrieval setting, using BM25 [14, 15] as implemented by pyTerrier [16] with its default parameters
(𝑏 = 0.75, 𝑘1 = 1.2, 𝑘3 = 8.0).2

4.1. Large Language Models

A series of recent LLMs has been considered, which spans both open-source and proprietary models,
ranging from 7B to 20B parameters. Specifically, we include:

• GPT-4 [17]: it is the well-known and proprietary large multimodal model (accepting image and
text inputs, emitting text outputs) developed by OpenAI, updated with text up to June 13th 2023.
In this paper, we use its GPT-4-0613 version;3

1Since LLM output may be verbose, this is therefore a necessary ploy to preserve the importance of the terms of the original
query in the expanded query. In this work we considered 𝑛 = 5, as already done in previous works [3, 4].

2https://pyterrier.readthedocs.io/
3https://platform.openai.com/docs/models/overview

https://pyterrier.readthedocs.io/
https://platform.openai.com/docs/models/overview


• Mistral 7B [18]: developed byMistral AI, Mistral 7B is an open-source LLM that leveragesGrouped-
Query Attention (GQA) [19], and Sliding Window Attention (SWA) [20]. In this paper, we employ:
(𝑖) Mistral-7B-Instruct-v0.1,4 i.e., the instruct fine-tuned 7B LLM, trained on a variety of
publicly available English conversation datasets; and (𝑖𝑖) Mistral-7B-Instruct-v0.2,5 i.e., the
second iteration of the previous model, trained with a large context window, i.e. 32k tokens,
mainly on English data;

• QWEN [21]: it is an open-source LLM series that encompasses distinct models with varying
parameter counts. The model series include the base pre-trained language models and chat models
fine-tuned with human alignment techniques, i.e., Supervised Fine-Tuning (SFT), Reinforcement
Learning with Human Feedback (RLHF), etc. In this work we employed Qwen1.5-7B-Chat,6 i.e.,
the instruct fine-tuned 7B multilingual model, supporting contexts up to 32K tokens;

• Meta Llama 3 [22]: it is a family of LLMs coming in two sizes – 8B and 70B parameters – in
pre-trained and instruction tuned variants. In this work, we use Meta-Llama-3-8B-Instruct,7

i.e., the recent instruction-tuned 8B model, released in April 2024, optimized for dialogue use
cases and aligned with human preferences for helpfulness and safety;

• Gemma [23]: it is a family of open LLMs based on Google’s Gemini models [24]. In this work we
use gemma-1.1-7b-it,8 i.e., the recent open-source instruction-tuned 7B English LLM, trained
on a combination of diverse data sources, i.e., Web documents, code, and mathematics, totaling 6
trillion tokens.

Additionally, we include a comparison with the top-performing system from [3], i.e., the Flan-UL2
model [25], which is equipped with 20B parameters.9

4.2. Datasets

The datasets used pertain to assess the effectiveness of LLMs for the considered task with respect
to distinct subtasks of Information Retrieval. In particular, the considered datasets are MS MARCO
[26], developed for Passage Retrieval, and a subset of those contained in BEIR [27, 28], a benchmark
dataset for Zero-Shot evaluation of IR models across different domain/task combinations, encompassing
Medical IR, Entity Retrieval, Fact Checking, etc.

1. MS MARCO [26]:10 the MicroSoft MAchine Reading COmprehension dataset is a collection of
datasets focused on deep learning in search. In this article, the employed dataset is that referred
to Passage Retrieval (PR). Based on the passages and questions available in the Question Answering
(QA) dataset,11 a PR task is formulated. With a pool of 8.8 million passages, the aim is to rank them
according to their relevance. Relevance labels are derived from passages marked as containing
the answer in the QA dataset;

2. NFCorpus [29]:12 it is an extensive English retrieval dataset tailored for Biomedical Information
Retrieval. It encompasses 3,244 natural language queries, sourced from the NutritionFacts.org
Website. Alongside these queries are 169,756 automatically extracted relevance judgments,
pertaining to 9,964 medical documents. These documents, characterized by their terminology-
rich language, primarily originate from PubMed ;

4https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.1
5https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.2
6https://huggingface.co/Qwen/Qwen1.5-7B-Chat
7https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
8https://huggingface.co/google/gemma-1.1-7b-it
9Comparison with FLAN is made only in terms of Recall (details on the use of this measure are provided in Section 4.3), the
only measure used in [3] to perform experimental evaluations.

10https://microsoft.github.io/msmarco/
11https://microsoft.github.io/msmarco/#qna
12https://www.cl.uni-heidelberg.de/statnlpgroup/nfcorpus/

https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.1
https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.2
https://huggingface.co/Qwen/Qwen1.5-7B-Chat
https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
https://huggingface.co/google/gemma-1.1-7b-it
https://microsoft.github.io/msmarco/
https://microsoft.github.io/msmarco/#qna
https://www.cl.uni-heidelberg.de/statnlpgroup/nfcorpus/


3. FiQA-2018: it is related to the Financial Opinion Mining and Question Answering evaluation lab.13

Task 2, in particular, consists of opinion-based question-answering. The employed version include
financial data crawled by StackExchange posts under the “Investment” topic from 2009-2017. A
random selection of 500 and 648 queries is extracted from the original training split to serve as
development and test sets, respectively;

4. Touché-2020 [30]:14 Touché has been the first evaluation lab on Argument Retrieval that was held
at CLEF 2020. In the lab, two tasks are conducted: (1) aiding individuals in locating arguments on
socially significant subjects, and (2) assisting individuals with arguments concerning everyday
personal choices. Task 1 is based on the args.me corpus [31], while Task 2 is based on the
ClueWeb12 document collection [32];

5. SciFact [33]:15 the dataset is related to Scientific Claim Verification, a task involving the selection
of abstracts from research literature that either support or refute a given scientific claim, along
with the identification of rationales for each decision. The dataset is constituted by 1.4K expert-
written scientific claims paired with annotated evidence-containing abstracts, including labels
and rationales;

6. SciDocs [34]:16 it contains a corpus of 30K held-out pool of scientific papers. These documents
can be utilized for the Citation Prediction task, as suggested in the BEIR benchmark. In this task,
the model aims to retrieve cited papers (output) for a given paper title (input);

7. DBpedia-Entity: the DBpedia-Entity collection [35] has been used as a standard test collection
for Entity Search for many years. Here, the DBpedia-Entity v2 collection [36] is employed,17

which uses a more recent DBpedia dump and a unified candidate result pool from the same set of
retrieval models;

8. TREC-COVID [37]:18 it is a test collection that captures the information needs of researchers in
Biomedical Information Retrieval using the scientific literature during a pandemic. It employs the
document set provided by CORD-19 [33];

9. NQ [38]:19 the Natural Questions corpus is a Question Answering data set. Questions consist of real
anonymized, aggregated queries issued to the Google search engine. The public release consists
of 307,373 training examples with single annotations; 7,830 examples with 5-way annotations for
development data; and a further 7,842 examples with 5-way annotated sequestered as test data;

10. Climate-Fever [39]:20 it is a dataset for the Fact Checking of climate change-related claims. The
dataset is formed by collecting 1,535 claims from the Web. For every claim, the top five relevant
evidence candidate sentences are algorithmically retrieved fromWikipedia using natural language
understanding (NLU). Subsequently, humans annotate each sentence as supporting, refuting, or
insufficient to validate the claim. This database of 7,675 annotated claim-evidence pairs is referred
to as the Climate-Fever dataset.

4.3. Evaluation Metrics

Some of the most commonly used evaluation metrics in Information Retrieval (IR) are employed to
assess the effectiveness of the system in retrieving relevant results. Specifically, the following metrics
are considered:

• Recall at 1K (Recall@1K): it computes the recall, or the proportion of relevant documents retrieved,
at various cutoff points (in our case, at 1K, as in the previous literature works);

13https://sites.google.com/view/fiqa/home
14https://touche.Webis.de/data.html
15https://allenai.org/data/scifact
16https://github.com/allenai/scidocs
17http://tiny.cc/dbpedia-entity
18https://ir.nist.gov/trec-covid/
19https://ai.google.com/research/NaturalQuestions
20http://climatefever.ai/

https://sites.google.com/view/fiqa/home
https://touche.Webis.de/data.html
https://allenai.org/data/scifact
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https://ir.nist.gov/trec-covid/
https://ai.google.com/research/NaturalQuestions
http://climatefever.ai/


• Mean Reciprocal Rank at 10 (MRR@10): it measures the average reciprocal rank of the top 10
retrieved relevant documents;

• Normalized Discounted Cumulative Gain at 10 (nDCG@10): it normalizes the DCG score by the
ideal DCG score at 10, providing a measure of ranking quality considering both relevance and
position of retrieved documents.

4.4. Baselines

Classical PRF-based query expansion methods have been considered as baselines. In particular, as
illustrated in [40]:

• Bose-Einstein weighting (1) (BE1): this refers to a weighting scheme inspired by the Bose-Einstein
(BE) statistics [41], often used in IR to assign weights to terms in a query-document context. It
typically involves incorporating term frequency and document length normalization to improve
retrieval effectiveness;

• Bose-Einstein weighting (2) (BE2): similar to BE1, Bose-Einstein weighting (2) is another variant of
the weighting scheme inspired by Bose-Einstein statistics. It may involve different formulations
or adjustments tailored to specific retrieval tasks or datasets;

• Kullback-Leibler weighting (KL): this weighting scheme utilizes the Kullback-Leibler (KL) diver-
gence [42], a measure of dissimilarity between two probability distributions. In the context of
IR, KL weighting is often employed to compute the similarity between the language model of
the query and that of the documents in the collection, facilitating more effective retrieval by
considering the relevance of documents based on their language models.

4.5. Results

In Tables 1, 2, and 3, the results of the comparative evaluation are presented, in terms of Recall@1k,
MRR@10, and nDCG@10 respectively.
Based on previous studies, particularly [4] and [3], it has already been demonstrated that Q2D

performs well compared to the query expansion task, and this is also demonstrated by our evaluations
against the baselines considered. However, [3] showed that the FS learning scenario was not optimal
for the Q2D solution, demonstrating a clear superiority of the CoT scenario. However, this article
considered only the FLAN LLM.
Based on our experimental evaluation, it becomes evident that across nearly all datasets and a

comprehensive range of LLMs – regardless of their parameter count, source availability (open-source
or proprietary), and sophistication – contemporary pre-trained models exhibit remarkable effectiveness
for our task, especially when applied in a Zero-Shot scenario. This underscores the robustness and
adaptability of modern LLMs, highlighting their efficacy across diverse settings and configurations.

5. Data Availability

The datasets used in this work are publicly accessible, as indicated in Section 4.2. The data generated
by the seven LLMs considered in the context of this research across the three prompt settings – namely
Query-to-Document in Zero-Shot (Q2D/ZS), Query-to-Entity in Zero-Shot (Q2E/ZS), and Query-to-
Document with Chain-of-Thought (Q2D/CoT) – are made publicly available at the following address:
https://github.com/ikr3-lab/QueryExpansionLLMs.

6. Conclusion and Future Works

Our research delved into the effectiveness of Large Language Models (LLMs) for query expansion in
Information Retrieval (IR) contexts, particularly focusing on the application of prompt engineering
techniques. We conducted a comprehensive analysis, comparing the performance of recent LLM-based

https://github.com/ikr3-lab/QueryExpansionLLMs


Ta
bl
e
1:
C
om

pa
ra
tiv

e
ev
al
ua
tio

ns
in

te
rm

s
of

Re
ca
ll@

1K
.



Ta
bl
e
2:
C
om

pa
ra
tiv

e
ev
al
ua
tio

ns
in

te
rm

s
of

M
RR

@
10
.

Ta
bl
e
3:
C
om

pa
ra
tiv

e
ev
al
ua
tio

ns
in

te
rm

s
of

nD
C
G
@
10
.



solutions across various learning scenarios, including Zero-Shot (ZS) and Chain-of-Thought (CoT)
learning, while aiming to remain agnostic to Few-Shot (FS) learning that necessitates additional training
samples (though limited in number). Our study builds upon prior research, which showcased the
potential of LLMs, notably the Query-to-Document (Q2D) model, in improving query expansion tasks.
By extending these investigations to encompass a broader spectrum of LLMs, datasets, and learning
scenarios, we offer a more nuanced understanding of their efficacy. Our findings affirm the superiority of
recent LLM-based solutions, particularly in Zero-Shot learning scenarios, underscoring their robustness
and adaptability across diverse contexts.

Looking ahead, several avenues for future research emerge. A deeper exploration of the peculiarities
of individual domains and the typical form of queries within those domains could be undertaken.
Additionally, investigating the interplay between different prompt designs and LLM architectures could
uncover synergies for further enhancing performance. Furthermore, examining the generalization
capabilities of LLMs across various languages could extend the applicability of these models in real-world
IR applications.
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