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Abstract. In the physical world, the rules governing behaviour are debugged by
observing an outcome that was not intended and the addition of new constraints
intended to prevent the attainment of that outcome. We propose a similar ap-
proach to support the incremental development of normative frameworks (also
called institutions) and demonstrate how this works through the validation and
synthesis of normative rules using model generation and inductive learning. This
is achieved by the designer providing a set of use cases, comprising collections
of event traces that describe how the system is used along with the desired out-
come with respect to the normative framework. The model generator encodes
the description of the current behaviour of the system. The current specification
and the traces for which current behaviour and expected behaviour do not match
are given to the learning framework to propose new rules that revise the existing
norm set in order to inhibit the unwanted behaviour. The elaboration of a nor-
mative system can then be viewed as a semi-automatic, iterative process for the
detection of incompleteness or incorrectness of the existing normative rules, with
respect to desired properties, and the construction of potential additional rules for
the normative system.

1 Introduction

Norms and regulations play an important role in the governance of human society. So-
cial rules such as laws, conventions and contracts prescribe and regulate our behaviour,
however it is possible for us to break these rules at our discretion and face the conse-
quences. By providing the means to describe and reason about norms in a computational
context, normative frameworks (also called institutions or virtual organisations) may be
applied to software systems allowing for automated reasoning about the consequences
of socially acceptable and unacceptable behaviour, by monitoring the permissions, em-
powerment and obligations of the participants and generating violations when norms
are not followed.

� This work is partially supported through the EU Framework 7 project ALIVE (FP7-IST-
215890), and the EPSRC PRiMMA project (EP/F023294/1).
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The formal model put forward in [9] and its corresponding operationalisation through
Answer Set Programming (ASP) [3, 18] aims to support the top-down design of norma-
tive frameworks. AnsProlog is a knowledge representation language that allows the
programmer to describe a problem and required properties on the solutions in an intu-
itive way. Programs consist of rules interpreted under the answer set semantics. Answer
set solvers, like CLASP[17] or SMODELS[25], can be used to reason about the given
AnsProlog specification, by returning acceptable solutions in the form of traces, as
answer sets. In a similar way, the correctness of the specification with respect to given
properties can be verified.

Currently, the elaboration of behavioural rules and norms is an error-prone process
that relies on the manual efforts of the designer and would, therefore, benefit from au-
tomated support. In this paper, we present an inductive logic programming (ILP) [24]
approach for the extraction of norms and behaviour rules from a set of use cases. The
approach is intended as a design support tool for normative frameworks. Complex sys-
tems are hard to model and even if testing of properties is possible, sometimes it is hard
to identify missing or incorrect rules. In some cases, e.g. legal reasoning, the abstract
specification of the system can be in part given in terms of specific instances and use
cases that ultimately drive the design process and are used to assess it. We propose
a design support tool that employs use-cases, i.e. traces together with their expected
normative behaviour, to assist in the revision of a normative framework. The system
is correct when none of the traces are considered disfunctional, i.e. they match the ex-
pected normative behaviour. When a disfunctional trace is encountered the normative
specification needs to be adjusted: the task is to refine the given description by learning
missing norms and/or behavioural rules that, added to the description, entail the ex-
pected behaviour over the traces. We show how this task can be naturally represented
as a non-monotonic ILP problem in which the partial description of the normative sys-
tem provides the background knowledge and the expected behaviour comprises the ex-
amples. In particular, we show how a given AnsProlog program and traces can be
reformulated into an ILP representation that makes essential use of negation in induc-
ing missing parts of the specification. As the resulting learning problem is inherently
non-monotonic, we use a non-monotonic ILP system, called TAL [12], to compute the
missing specification from the traces and the initial description.

Given the declarative nature of ASP, the computational paradigm used for our nor-
mative frameworks, we needed to adopt a declarative learning approach as we aim to
learn declarative specifications. This differs from other approaches, such as reinforce-
ment learning whereby norms or policies are learned as outcomes of estimation and
optimisation processes. Such types of policies are not directly representable in a declar-
ative format and are quite different in nature from the work reported here.

The paper is organised as follows. Section 2 presents some background material on
the normative framework, while Section 3 introduces the non-monotonic ILP system
used in our proposed approach. Section 4 describes the AnsProlog modelling of nor-
mative frameworks. Section 5 illustrates how the revision task can be formulated into
an ILP problem, and how the generated ILP hypothesis can be reformulated as norms
and behaviour rules within the AnsProlog representation. In Section 6 we illustrate
the flexibility and expressiveness of our approach through a number of different par-
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tial specifications of a reciprocal file sharing normative framework. Section 7 relates
our approach to existing work on learning norms with respects to changing/improved
requirements. We conclude with a summary and remarks about future work.

2 Normative Frameworks
The concept of normative framework has become firmly embedded in the agent com-
munity as a necessary foil to the essential autonomy of agents, in just the same way as
societal conventions and legal frameworks have grown up to constrain people. In both
the physical and the virtual worlds, and the emerging combination of the two, the argu-
ments in favour centre on the minimisation of disruptive behaviour and supporting the
achievement of the goals for which the normative framework has been conceived and
thus also the motivation for submission to its governance by the participants. While the
concept remains attractive, its realisation in a computational setting remains a subject
for research, with a wide range of existing logics [29, 1, 7, 9, 32] and tools [26, 14, 19].

2.1 Formal Model

To provide context for this paper, we give an outline of a formal event-based model
for the specification of normative frameworks that captures all the essential properties,
namely empowerment, permission, obligation and violation. Extended presentations ap-
pear in [9] and [10].

The essential elements of our normative framework are: (i) events (E), that bring
about changes in state, and (ii) fluents (F), that characterise the state at a given instant.
The function of the framework is to define the interplay between these concepts over
time, in order to capture the evolution of a particular institution through the interaction
of its participants. We distinguish two kinds of events: normative events (Enorm), that
are the events defined by the framework and exogenous (Eex), that are outside its scope,
but whose occurrence triggers normative events in a direct reflection of the “counts-as”
principle [21]. We further partition normative events into normative actions (Eact) that
denote changes in normative state and violation events (Eviol), that signal the occurrence
of violations. Violations may arise either from explicit generation, from the occurrence
of a non-permitted event, or from the failure to fulfil an obligation. We also distinguish
two kinds of fluents: normative fluents that denote normative properties of the state such
as permissions P , powers W and obligations O, and domain fluents D that correspond
to properties specific to the normative framework itself. The set of all fluents is denoted
as F . A normative state is represented by the fluents that hold true in this state. Fluents
that are not presented are considered to be false. Conditions on a state are therefore
expressed by a set of fluents that should be true or false. The set of possible conditions
is referred to as X = 2F∪¬F .

Changes in state are achieved through the definition of two relations: (i) the gen-
eration relation, which implements counts-as by specifying how the occurrence of one
(exogenous or normative) event generates another (normative) event, subject to the em-
powerment of the actor and the conditions on the state, and (ii) the consequence relation.
This latter specifies the initiation and termination of fluents subject to the performance
of some action in a state matching some expression. The generation relation is formally
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defined as G : X ×E → 2Enorm , and the consequence relation as C : X ×E → 2F ×2F .
The fluents to be initiated as a result of an event E are often denoted by C↑(φ,E) while
the ones to be terminated are denoted by C↓(φ,E).

The semantics of our normative framework is defined over a sequence, called a
trace, of exogenous events. Starting from the initial state, each exogenous event is
responsible for a state change, through initiation and termination of fluents. This is
achieved by a three-step process: (i) the transitive closure of G with respect to a given
exogenous event determines all the generated (normative) events, (ii) to this all viola-
tions of events not permitted and obligations not fulfilled are added, giving the set of
all events whose consequences determine the new state, (iii) the application of C to this
set of events identifies all fluents that are initiated and terminated with respect to the
current state so giving the next state. For each trace, we can therefore compute a se-
quence of states that constitutes the model of the normative framework for that trace.
This process is realised as a computational model through Answer Set Programming
(see Section 4) and it is this representation that is the subject of the learning process
described in Section 5.

3 Learning

Inductive Logic Programming (ILP) [24] is a machine learning technique concerned
with the induction of logic theories from (positive and negative) examples and has been
successfully applied to a wide range of problems [15]. Automatic induction of hypothe-
ses represented as logic programs is one of the distinctive features of ILP. Moreover,
the use of logic programming as representation language allows a principled represen-
tation of background information relevant to the learning. To refine normative theories
we employ an ILP learning system, called TAL [12], that is able to learn non-monotonic
theories, and can be employed to perform learning of new rules and the revision of ex-
isting rules. The TAL approach is based on mapping a given inductive problem into an
abductive reasoning process. The current implementation of TAL relies on an extension
of the abductive procedure SLDNFA [13] and preserves its semantics.

Definition 1. A non-monotonic ILP task is defined as �E,B, S� where E is a set of
ground positive or negative literals, called examples, B is a background normal theory
and S is a set of clauses called language bias. The normal theory H ∈ ILP�E,B, S�,
called hypothesis, is an inductive solution for the task �E,B, S�, if H ⊆ S, H is
consistent with B and B ∪H |= E.

B andH are normal theories and thus support negation as failure. The choice of an
appropriate language bias is critical. In TAL the language bias S is specified by means
of mode declarations [?].

Definition 2. A mode declaration is either a head or body declaration, respectively
modeh(s) and modeb(s) where s is called a scheme. A scheme s is a ground literal
containing place-markers. A place-marker is a ground function whose functor is one of
the three symbols ’+’ (input), ’-’ (output), ’#’ (constant) and the argument is a constant
called type.
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Given a schema s, s∗ is the literal obtained from s by replacing all place-markers
with different variables X1, ...,Xn. A rule r is compatible with a set M of mode dec-
larations iff (a) there is a mapping from each head/body literal l in r to a head/body
declarationm ∈ M with schema s such that each literal is subsumed by its correspond-
ing s∗; (b) each output place-marker is bound to an output variable; (c) each input
place-marker is bound to an output variable appearing in the body or to a variable in
the head; (d) every constant place-marker is bound to a constant; (e) all variables and
constants are of the corresponding type. From a user perspective, mode declarations
establish how rules in the final hypotheses are structured, defining literals that can be
used in the head and in the body of a well-formed hypothesis. Although we showM in
the running example of this paper for reference, the mode declarations can be concealed
from the user and derived automatically. They can be optionally refined to constrain the
search whenever the designer wants to employ useful information on the outcome of
the learning to reduce the number of alternative hypotheses or improve performance.

4 Modelling Normative Frameworks

While the formal model of a normative framework allows for clear specification of a
normative system, it is of little support to designers or users of these systems. In order
to be able to do so, computational tools are needed. The first step is a computational
model equivalent to the formal model. We have opted for a form of logic programming,
called Answer Set Programming (ASP)[18]. Here we only present a short flavour of the
language AnsProlog, and the interested reader is referred to [3] for in-depth coverage.

AnsProlog is a knowledge representation language that allows the programmer to
describe a problem and the requirements on the solutions in an intuitive way, rather than
the algorithm to find the solutions to the problem. The basic components of the language
are atoms, elements that can be assigned a truth value. An atom can be negated using
negation as failure so creating the literal not a. We say that not a is true if we cannot
find evidence supporting the truth of a. If a is true then not a is false and vice versa.
Atoms and literals are used to create rules of the general form: a ← B, not C, where
a is an atom and B and C are set of atoms. Intuitively, this means if all elements of B
are known/true and no element of C is known/true, then a must be known/true. We refer
to a as the head and B ∪ not C as the body of the rule. Rules with empty body are are
called facts; A program in AnsProlog is a finite set of rules.

The semantics of AnsProlog are defined in terms of answer sets, i.e. assignments
of true and false to all atoms in the program that satisfy the rules in a minimal and
consistent fashion. A program has zero or more answer sets, each corresponding to a
solution.

4.1 Mapping the formal model intoAnsProlog

In this section we only provide a summary description of how the formal institutional
model is translated in to AnsProlog . A full description of the model can be found in
[9] together with completeness and correctness of model with respect to traces. Each
program models the semantics of the normative framework over a sequence of n time
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instants such that ti : 0 ≤ i ≤ n. Events are considered to occur between these snap-
shots, where for simplicity we do not define the intervals at which events occur explic-
itly, and instead refer to the time instant at the start of the interval at which an event is
considered to occur. Fluents may be true or false at any given instant of time, so we use
atoms of the form holdsat(f, ti) to indicate that fluent f holds at time instant ti. In
order to represent changes in the state of fluents over time, we use atoms of the form
initiated(f, ti) and terminated(f, ti) to denote the fact that fluent f was initiated
or terminated, respectively, between time instants i and i+1. We use atoms of the form
occurred(e, ti) to indicate that event e ∈ E is considered to have occurred between
instant ti and ti+1. These atoms denote events that occur in an external context or
are generated by the normative framework. For exogenous events we additionally use
atoms of the form observed(e, ti) to denote the fact that e has been observed.

The mapping of a normative framework consists of three parts: a base component
which is independent of the framework being modelled, the time model and the frame-
work specific component. The independent component deals with inertia of the fluents,
the generation of violation events of un-permitted actions and unsatisfied obligations.
The time model defines the predicates for time and is responsible for generating a sin-
gle observed event at every time instance. In this paper we will focus solely on the
representation of the specific features of the normative framework.

In order to translate rules in the normative framework relations G and C, we must
first define a translation for expressions which may appear in these rules. The valuation
of a given expression taken from the set X depends on which fluents may be held to
be true or false in the current state (at a give time instant). We translate expressions
into ASP rule bodies as conjunctions of extended literals using negation as failure for
negated expressions.

With all these atoms defined, mapping the generation function and the conse-
quence relation of a specific normative framework becomes rather straightforward.
The generation function specifies that an normative event e occurs at a certain in-
stance (occurred(e, t)) when an another event e� occurs, the event e is empowered
(holdsat(pow(e), t) and a set of conditions on the state are satisfied (holdsat(f, t)
or not holdsat(f, t)). The rules for initiation (initiated(f, t)) and termina-
tion (terminated(f, t) of a fluent f are triggered when a certain event e occurs
(occurred(e, t)) and a set of conditions on the state are fulfilled. The initial state of
our normative framework is encoded as simple facts (holdsat(f, i00)).

Figure 1 gives a summary of all AnsProlog rules that are generated for a specific
normative framework, including the definition of all the fluents and events as facts. For
a given expression φ ∈ X , we use the term EX(φ, T ) to denote the translation of φ
into a set of ASP literals of the form holdsat(f, T) or not holdsat(f, T).

In situations where the normative system consists of a number of agents whose
actions can be treated in the same way (e.g. the rules for borrowing a book are the
same for every member of alibrary) or where the state consists of fluents that can
be treated in a similar way (e.g. the status of book), we can parameterise the events
and fluents. This is represented in the AnsProlog program by function symbols (e.g
borrowed(Agent, Book)) rather than terms. To allow for grounding, extra atoms to
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p ∈ F ⇔ ifluent(p).
e ∈ E ⇔ event(e).

e ∈ Eex ⇔ evtype(e, obs).
e ∈ Eact ⇔ evtype(e, act).
e ∈ Eviol ⇔ evtype(e, viol).

C↑(φ, e) = P ⇔ ∀p ∈ P · initiated(p, T)← occurred(e, I),EX(φ, T ).

C↓(φ, e) = P ⇔ ∀p ∈ P · terminated(p, T)← occurred(e, I),EX(φ, T ).
G(φ, e) = E ⇔ g ∈ E, occurred(g, T)←occurred(e, T),

holdsat(pow(e), I),EX(φ, T ).
p ∈ S0 ⇔ holdsat(p, i00).

Fig. 1. The translation of normative framework specific rules into AnsProlog

ground these variables need to be added. Grounded versions of the atoms also need to
be added to the program. An example of this can be found in Section 6.

5 Learning Normative Rules

5.1 Methodology

The development process is supported by a set of use cases U . Use cases represent
instances of executions that are known to the designer and that drive the elaboration
of the normative system. If the current formalisation of the system does not match
the intended behaviour in the use case then the formalisation is still not complete or
incorrect. Each use case u ∈ U is a tuple �T, C,O� where T is a trace that specifies
all the exogenous events occurring at all the time points considered (observed(e, T));
C are ground holdsat or occurred facts that the designer believes to be important
and represents the conditional expected output; O are ground holdsat and occurred
literals that represent the expected output of the use case.

The design process is iterative. A current formalisation of the model in AnsProlog
is tested against a set of use cases. Together with the AnsProlog specification of the
normative framework we add the observed events and a constraint indication that no
answer set that does not satisfyO is acceptable. The latter is done by adding a constraint
containing the negation of all the elements in O. If for some use cases the solver is not
able to find an answer set (returns unsatisfiable), then a revision step is performed. All
the use cases and the current formalisation are given as input to TAL. Possible revisions
are provided to the designer who ultimately chooses which is the most appropriate. The
success of the revision step depends on the state of the formalisation of the model. The
set of supporting use cases can be extended as the design progresses to more accurate
models.

In this paper we focus on the learning step and we show how a non-monotonic
ILP system can be used to derive new rule. Refining existing rules (i.e. deleting rules
or adding and delete conditions in rules) is a straightforward extension of the current
framework. Though we do not discuss it in this paper, revision can be performed by
extending the original rules with additional predicates that extend the search to deletion
of conditions in rules and to exceptions as shown in [11].
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Fig. 2. Iterative design driven by use cases.

5.2 Mapping ASP to ILP

The differences between the AnsProlog program and the translation into a suitable
representation for TAL is procedural and only involves syntactic transformations. Thus
the difference in the two representations only consists in how the inference is performed.
The two semantics coincide since the same logic program is encoded and the mapping
of a normative framework has exactly one answer set when given a trace. If conditions
are added this can be reduced to zero.

A normative model F corresponds to a AnsProlog program PF as described in
Section 4. All the normal clauses contained in PF are part of B; the only differences
involve time points, that are handled inB by means of a finite domain constraint solver.
B also contains all the facts inC and T (negated facts are encoded by adding exceptions
to the definitions of holdsat and occurred). The set of examples E contains the
literals inO. EachH ∈ ILP�E,B, S� represents a possible revision for P and thus for
the original normative model.

6 Example

To illustrate the capabilities of the norm learning mechanism, we have developed a
relatively simple scenario that, at the same time, is complicated enough to demonstrate
the key properties with little extraneous detail.

The active parties—agents—of the scenario each find themselves initially in the
situation of having ownership of several (digital) objects—the blocks—that form part
of some larger composite (digital) entity—a file. An agent may give a copy of one its
blocks in exchange for a copy of another block with the aim of acquiring a complete
set of all the blocks. For simplicity, in the situation we analyse here, we assume that
initially each agent holds the only copy of a given block, and that is there is only one
copy of each block in the agent population. Furthermore, we do not take into account
the possibility of exchanging a block for one that the agent already has. We believe that
neither of these issues does more than complicate the situation by adding more states
that would obscure the essential properties that we seek to demonstrate. Thus, we arrive
at a statement of the example: two agents, Alice and Bob, each holding two blocks from
a set of four and each having the goal of owning all four by downloading the blocks they
miss from the other while sharing, with another agent, the ones it does.
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% Normative and Domain Rules
initiated(hasBlock(Agent, Block), I) ←

occurred(myDownload(Agent,Block), I), holdsat(live(filesharing), I).
initiated(perm(myDownload(Agent,Block)), I) ←

occurred(myShare(Agent), I), holdsat(live(filesharing), I).
terminated(pow(filesharing,myDownload(Agent,Block)), I) ←

occurred(myDownload(Agent,Block), I), holdsat(live(filesharing), I).
terminated(needsBlock(Agent,Block), I) ←

occurred(myDownload(Agent,Block), I), holdsat(live(filesharing), I).
terminated(pow(filesharing,myDownload(Agent,Block)), I) ←

occurred(misuse(Agent), I), holdsat(live(filesharing), I).
terminated(perm(myDownload(Agent,Block)), I) ←

occurred(myDownload(Agent,Block), I), holdsat(live(filesharing), I).
occurred(myDownload(AgentA,Block), I) ←

occurred(download(AgentA,AgentB,Block), I), holdsat(hasBlock(AgentB,Block), I),
holdsat(pow(filesharing,myDownload(AgentA,Block)), I), AgentA! = AgentB.

occurred(myShare(AgentB), I) ←
occurred(download(AgentA,AgentB,Block), I), holdsat(hasBlock(AgentB,Block), I),
holdsat(pow(filesharing,myDownload(AgentA,Block)), I), AgentA! = AgentB.

occurred(misuse(Agent), I) ← occurred(viol(myDownload(Agent, Block)), I), i).
% Initial state
holdsat(pow(filesharing,myDownload(Agent,Block)), i0).
holdsat(pow(filesharing,myShare(Agent)), i0).
holdsat(perm(download(AgentA,AgentB,Block)), i0)).
holdsat(perm(myDownload(Agent,Block)), i0).
holdsat(perm(myShare(Agent)), i0).
holdsat(hasBlock(alice, x1), i0). holdsat(hasBlock(alice, x2), i0).
holdsat(hasBlock(bob, x3), i0). holdsat(hasBlock(bob, x4), i0).
holdsat(needsBlock(alice, x3), i0). holdsat(needsBlock(alice, x4), i0).
holdsat(needsBlock(bob, x1), i0). holdsat(needsBlock(bob, x2), i0).
holdsat(live(filesharing), i0).
% fluent rules
holdsat(P, J) ← holdsat(P, I), not terminated(P, I), next(I, J).
holdsat(P, J) ← initiated(P, I), next(I, J).
occurred(E, I) ← evtype(E, ex), observed(E, I).
occurred(viol(E), I) ←

occurred(E, I), not holdsat(perm(E), I), holdsat(live(X), I), evinst(E,X).
occurred(viol(E), I) ←

occurred(E, I), evtype(E, inst), not holdsat(perm(E), I), event(viol(E)).

Fig. 3. Translation of the “sharing” normative framework into AnsProlog (types omitted).

We model this as a simple normative framework, where the brute event [20] of
downloading a block initiates several normative events, but the act of downloading re-
vokes the permission of that agent to download another block until it has shared (this the
complementary action to download) a block with another agent. Violation of this norm
results in the download power being revoked permanently. In this way reciprocity is
assured by the normative framework. Initially, each agent is empowered and permitted
to share and to download, so that either agent may initiate a download operation.

Fig. 3 shows the AnsProlog representation of the complete normative framework
representing this scenario. In the following examples a variety of normative rules will
be deliberately removed and re-learned.

6.1 Learning Setting

To show how different parts of the formal model can be learned we start from a cor-
rect specification and, after deleting some of the rules, we use TAL to reconstruct the
missing parts based on a single use case. In our example TAL is set to learn hypotheses
of at most three rules with at most three conditions. The choice of an upper bound on
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the complexity (number of literals) of the rule ultimately rests on the final user. Alter-
natively, TAL can iterate on the complexity or perform a best first search that returns
increasingly more complex solutions. We use the following mode declarations,M :

m1 : modeh(terminated(perm(myDownload(+agent,+block)),+instant)).
m2 : modeh(initiated(perm(myDownload(+agent,+block)),+instant)).
m3 : modeb(occurred(myDownload(+agent,+block),+instant)).
m4 : modeb(occurred(myDownload(+agent,−block),+instant)).
m5 : modeb(occurred(myShare(+agent),+instant)).
m6 : modeb((+agent!= +agent)).
m7 : modeb(holdsat(hasblock(+agent,+block),+instant)).
m8 : modeb(holdsat(powfilesharing(myDownload(+agent,+block)), +instant)).

The first two mode declarations state that terminate and initiate permission rules for
the normative fluentmyDownload can be learned. The other declarations constrain the
structure of the body. The difference betweenm3 andm4 is that the former must refer
to the same block as the one in the head of the rule while the latter introduces a possibly
different block. m8 is an inequality constraint between agents. In general more mode
declarations should be considered (e.g. initiation and termination of all types of fluents
should be included) but the revision can be guided by the designer. For example new
changes to a stable theory are more likely to contain errors and thus can be isolated in
the revision process. The time to compute all the reported hypotheses ranges from 30
to 500 milliseconds on a 2.8 GHz Intel Core 2 Duo iMac with 2 GB of RAM.

The background knowledge B contains the rules in Fig. 3 together with the traces
T given in the use cases. C in this example is empty to allow for the demonstration of
the most general types of learning.

Learning a single terminate/initiate rule We suppose one of the initiate rules is
missing from the current specification:

initiated(perm(myDownload(Agent,Block)), I) ←
occurred(myShare(Agent), I).

The designer inputs the following observed events that show how in a two agent sce-
nario, one of the agents loses permission to download after downloading a block and
reacquires it after providing a block for another agent. The trace T looks like:

observed(download(alice, bob, x3), 0).
observed(download(bob, alice, x1), 1).

The expected output O is:

not holdsat(perm(myDownload(alice, x4)), 1).
holdsat(perm(myDownload(alice, x4)), 2).

The trace is disfunctional if the expected output is not true in the answer set of T ∪ B.
The ILP task is thus to find a set of rules H within the language bias specified by
mode declarations inM such that given the background knowledge B in Fig. 3 and the
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given expected output O as conjunction of literals, O is true in the only answer set of
B ∪ T ∪H (if one exists). TAL produces the following hypotheses:

initiated(perm(myDownload(A, )), C) ← (H1)
occurred(myShare(A), C).

and
terminated(perm(myDownload( , )), ). (H2)
initiated(perm(myDownload(A, )), C) ←

occurred(myShare(A), C).

The second solution is not the one intended but it still supports the use case. Note
that according to current implementation, whenever a fluent f is both initiated and
terminated at the same time point, f still holds at the subsequent time point.

Learning multiple rules In this scenario two rules are missing from the specification:

initiated(perm(myDownload(Agent,Block)), I) ←
occurred(myShare(Agent), I).

terminated(perm(myDownload(Agent,Block2)), I) ←
occurred(myDownload(Agent,Block1), I).

We use the same T and O as previously. TAL produces the following hypotheses:

terminated(perm(myDownload(A, )), C) ← (H1)
occurred(myDownload(A, ), C).

initiated(perm(myDownload(A, )), C) ←
occurred(myShare(A), C).

terminated(perm(myDownload( , )), ). (H2)
initiated(perm(myDownload(A, )), C) ←

occurred(myShare(A), C).

The second solution is consistent with the use case, but the designer can easily discard
it, since the rule is not syntactically valid with respect to the normative framework: a
fluent can only be terminated as a consequence of the occurrence of an event. Using
more advanced techniques for the language bias specification it would be possible to
rule out such a hypothesis.

Learning of undesired violation We assume the following rule is missing:

initiated(perm(myDownload(Agent,Block)), I) ←
occurred(myShare(Agent), I).

This time we provide a different trace T :

observed(download(alice, bob, x3), 0).
observed(download(bob, alice, x1), 1).
observed(download(alice, bob, x4), 2).

As a result of the trace, a violation at time point 2 is implied that the designer knows to
be undesired. The expected output is:

not occurred(viol(myDownload(alice, x4)), 2).
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occurred(myShare(A),B) ← (H1)
occurred(download(C,A,E),B), A! = C,
holdsat(pow(filesharing,myDownload(A,E)), B).

occurred(myShare(A),B) ← (H2)
occurred(download(C,A,E),B), A! = C,
holdsat(pow(filesharing,myDownload(A,E)), B),
holdsat(hasblock(A,E),B).

occurred(myShare(A),B) ← (H3)
occurred(download(C,A,E),B), A! = C,
holdsat(pow(filesharing,myDownload(C,E)), B).

occurred(myShare(A),B) ← (H4)
occurred(download(C,A,E),B), A! = C,
holdsat(pow(filesharing,myDownload(C,E)), B),
holdsat(hasblock(A,E),B).

occurred(myShare(A),B) ← (H5)
occurred(download(C,A,E),B),A! = C,
holdsat(hasblock(A,E),B).

occurred(myShare(A),B) ← (H6)
occurred(download(C,A,E),B),
holdsat(pow(filesharing,myDownload(C,E)), B).

Fig. 4. Proposals to revise the generate rule

The outcome of the learning consists of the following two possible solutions:

initiated(perm(myDownload(A, )), C) ← (H1)
occurred(myShare(A), C).

initiated(perm(myDownload( , )), ). (H2)

that show how the missing rule is derived from the undesired violation. As in the previ-
ous scenario the designer can easily dismiss the second candidate.

Learning a generate rule To account for the different type of rules that need to be
learned, the language bias is extended to consider learning of generate rules. The new
mode declarations are:

modeh(occurred(myShare(+agent),+instant)).
modeb(occurred(download(−agent,+agent,−block),+instant)).

We use the same trace and expected output as in the previous scenario (three observed
events). The following rule is eliminated from the specification:

occurred(myShare(AgentB), I) ←
AgentA! = AgentB,
occurred(download(AgentA,AgentB,Block), I),
holdsat(hasblock(AgentB,Block), I),
holdsat(pow(filesharing,myDownload(AgentA,Block)), I).

This is the most complicated case for the designer as a set of six different hypotheses
are returned by TAL (see Figure 4). Knowing the semantics of the function symbol
download(AgentA, AgentB, Block) as AgentA downloads from AgentB the designer
should be able to select the most appropriate rule.
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7 Related Work

The motivation behind this paper is the problem of how to converge upon a complete
and correct normative framework with respect to the intended range of application,
where in practice these properties may be manifested by incorrect or unexpected be-
haviour in use. Additionally, we would observe, from practical experience with our
particular framework, that it is often desirable, as with much software development, to
be able to develop and test incrementally—and regressively—rather than attempt veri-
fication once the system is (notionally) complete.

The literature seems to fall broadly into three categories: (a) concrete language
frameworks (OMASE, Operetta, InstSuite, MOISE, Islander, OCeAN and the constraint
approach of Garcia-Camino (full references to these are currently omitted because of
page limitations)) for the specification of normative systems, that are typically sup-
ported by some form of model-checking, and in some cases allow for change in the
normative structure; (b) logical formalisms, such as [16], that capture consistency and
completeness via modalities and other formalisms like [5], that capture the concept of
norm change, or [?] and [?]; (c) mechanisms that look out for (new) conventions and
handle their assimilation into the normative framework over time and subject to the
current normative state and the position of other agents [2, 8]. Essentially, the objective
of each of the above is to realize a transformation of the normative framework to ac-
commodate some form of shortcoming. These shortcomings can be identified in several
ways: (a) by observing that a particular state is rarely achieved, which can indicate there
is insufficient normative guidance for participants, or (b) a norm conflict occurs, such
that an agent is unable to act consistently under the governing norms [23], or (c) a par-
ticular violation occurs frequently, which may indicate that the violation conflicts with
an effective course of action that agents prefer to take, the penalty notwithstanding. All
of these can be viewed as characterising emergent [28] approaches to the evolution of
normative frameworks, where some mechanism, either in the framework, or in the envi-
ronment, is used to revise the norms. In the approach taken here, the designer presents
use cases that effectively capture their behavioural requirements for the system, in or-
der to ‘fix’ bad states. This has an interesting parallel with the scheme put forward by
Serrano and Saugar [30], where they propose the specification of incomplete theories
and their management through incomplete normative states identified as “pending”. The
framework lets designated agents resolve this category through the speech acts allow
and forbid and scheme is formalised using an action language.

A useful categorisation of normative frameworks appears in [6]. Whether the norms
here are ‘strong’ or ‘weak’ —the first guideline— depends on whether the purpose of
the normative model is to develop the system specification or additionally to provide
an explicit representation for run-time reference. Likewise, in respect of the remaining
guidelines, it all depends on how the framework we have developed is actually used:
we have chosen, for the purpose of this presentation, to stage norm refinement so that
it is an off-line (in the sense of prior to deployment) process, while much of the dis-
cussion in [6] addresses run-time issues. Whether the process we have outlined here
could effectively be a means for on-line mechanism design, is something we have yet
to explore.
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From an ILP perspective, we employ an ILP system that can learn logic programs
with negation (stratified or otherwise). Though recently introduced and in its early
stages of development TAL is the most appropriate choice to support this work for
two main reasons: it is supported by completeness results, unlike other existing non-
monotonic ILP systems ([27], [22]), and it can be tailored to particular requirements
(e.g. different search strategies can address performance requirements). The approach
presented in this paper is related to other recently proposed frameworks for the elab-
oration of formal specifications via inductive learning. Within the context of software
engineering, [?] has shown how examples of desirable and undesirable behaviour of
a software system can be used by an ILP system, together with an incomplete back-
ground knowledge of the envisioned system and its environment, to compute missing
requirements specifications. A more general framework has been proposed [?] where
desirable and undesirable behaviours are generated from counterexamples produced by
model checking a given (incomplete) requirements specification with respect to given
system properties. The learning of missing requirements has in this case the effect of
eliminating the counterexamples by elaborating further the specification.

8 Conclusions and Future Work

We have presented an approach for learning norms and behavioural rules, via inductive
logic programming, from example traces in order to guide and support the synthesis
of a normative framework. This addresses a crucial problem in normative systems as
the development of such specifications is in general a manual and error-prone task. The
approach deploys an established inductive logic programming system [12] that takes in
input an initial (partial) description of a normative system and use cases of expected
behaviours provided by the designer and generates hypothesis in the form of missing
norms and behavioural rules that together with the given description explain the use
cases. Although the approach presented in this paper has been tailored for learning
missing information, it can also be applied to computing revisions over the existing de-
scription. In principle this can be achieved by transforming the existing normative rules
into defeasible rules with exceptions and using the same ILP system to compute excep-
tion rules. These exceptions would in essence be prescriptions for changes (i.e. addition
and/or deletion of literals in the body of existing rules) in the current specification.
An appropriate refactoring of the defeasible rules based on the learned exception rules
would give a revised (non-defeasible) specification. In this case, the revision would be
in terms of changes over the rules of a normative framework instead of changes over its
belief state, as would be the case if a TMS approach were adopted.

There are several criticisms that can be levelled at the approach as it stands. Firstly,
the design language is somewhat unfriendly: a proper tool would have a problem-
oriented language, like InstAL/QL [10, 19]. A system designer would then start from
an initial description of their normative framework with some use cases and receive
automated suggestions of additional norms to include in the framework written in the
same high-level language. The machinery described here, based on ASP syntax and ILP
formulation, would then be used as a sound “back- end” computation to a formalism
familiar to the system designer. Secondly, better control is needed over the rules that are
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learned and over the filtering of incorrect rules; at present this depends on specialised
knowledge of the learning process. This can to some extent be controlled through care-
ful choice of and limits on the size of use cases—probably involving heuristics—to
improve the effectiveness of the learning process in the search for relevant hypotheses
and pruning of those potential solutions that cannot be translated back into the canonical
form of the normative framework. Despite these issues, we believe we have identified an
interesting path for automating and development and debugging of practical normative
specifications and perhaps, in the long term, a mechanism for on-line norm evolution.
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