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Abstract. This paper focuses on querying semi structured data such as RDF da-
ta, using a proposed query language for the non-expert user, in the context of a 
lack knowledge structure. This language is inspired from the semantic regular 
path queries. The problem appears when the user specifies concepts that are not 
in the structure, as approximation approaches, operations based on query modi-
fications and concepts hierarchies only are not able to find valuable solutions. 
Indeed, these approaches discard concepts that may have common meaning, 
therefore for a better approximation; the approach must better understand the 
user in order to obtain relevant answers. Starting from this, an approximation 
approach using a new query language, based on similarity meaning obtained 
from WordNet is proposed. A new similarity measure is then defined and calcu-
lated from the concepts synonyms in WordNet, the measure is then used in eve-
ry step of the approach for helping to find relations between graph nodes and 
user concepts. The new proposed similarity can be used for enhancing the pre-
vious approximate approaches. The approach starts by constructing a graph pat-
tern (ܲܩ) from the query and finalized by outputting a set of approximate graph 
patterns containing the results ranked in decreasing order of the approximation 
value level. 

Keywords. Graph matching, RDF, Naïve user, Graph pattern, Semantic Que-
ries, Regular Path Queries, Approximation, Similarity, Ranking and WordNet 

1 Introduction 

In recent years, the amount of information on the web grows increasingly and the 
classic information retrieval is not able to find the answer which satisfies the user 
queries, therefore, the semantic search may be a proposed solution for such situations. 
Most users have not much knowledge about the querying language in the semantic 
web, they are not aware of target knowledge base; so the user query does not match 
necessary the data structure. It is very hard and difficult to understand intend of naïve 
users. 

In this paper we propose an approach for answering a new query language in-
spired from the conjunctive regular path queries [1], the user query is transformed to a 
graph pattern. We use a new method to calculate the approximation level between the 
paths of the graph data and the query paths; approximation is enhanced using the 
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WordNet database so the method is based on a proposed meaning similarity between 
concepts from WordNet 

We consider the problem of querying the semi-structured data such RDF data 
which is modeled by a graph  ܩ  ൌ   ሺܸ, ܱ ሻ and an ontologyܧ ൌ ሺܸ,  ሻ. Where eachܧ
node in ܸ is labeled with a constant and each edge ݁ is labeled with a label drawn 
from a finite set of symbols ܵ, ܸ contains nodes representing entity classes or instanc-
es or data values (values of properties), the blank nodes are not considered, the edges 
between the class nodes and the instance nodes is labeled by ‘type’, ܧ represents the 
relations between the nodes in ܸ, ܸ ؿ ܧ and ܸ ؿ  .ܧ

Users specify their request by a proposed language inspired from the conjunctive 
regular path queries CRP which have the next format: 

                                ܳ   ሺܺ1…ܺ݊ሻݍ  …,ሺܻ1 ܴ1 ܼ1ሻ – , ሺܻ݊ ܴ݊ ܼ݊ሻ                                     (1) 

• Each Yi or Zi is a variable or a constant. The variable is specified by? , we make a 
simple modification to the constants for specifying the choices so the user is able to 
specify constants which are not necessarily appearing in G and he is able to use 
many constants by using the symbol ‘|‘so Yi or Zi is a variable or a constant or ex-
pression (in our approach).  

• Regular path expressions {R1,…,Rn}, which are defined by the grammar: 

                                           ܴ:  ൌ  å | ܽ | _ | ܮ | ሺܴ1. ܴ2ሻ | ሺܴ1|ܴ2ሻ | ܴ  (2)                                  ,כ

Where ε is the empty string, “a” is a label constant, “_” denotes any label and L is a 
label variable.  
• ܺ1…ܺ݊ are head variables and the result is returned in these variables. 

In this paper, for helping the naïve users, we propose a new simple query lan-
guage, we focus on the regular expression which has a simple format (using only the 
‘.’ and the ‘|’), the query ܳ1 is an example of the proposed language, We construct 
from the user query a graph patterns ܲܩ for finding a set of sub graphs in ܩ (approx-
imate graph patterns) whose nodes matches the nodes in ܲܩ and its paths have a level 
of approximation to the paths in ܲܩ. 

Example1. We assume that a user writes a query ܳ1 for finding the publications and 
the authors in ‘California’ university or ‘Harvard’ university in the ‘ESWC 
2012’conference: 
ሺ? ,ܾݑ ? ሻݎ݄ݐݑܽ  െ   ሺ? ,ܾݑ ,ݎ݁ݐ݅ݎݓ ?  ,ሻݎ݄ݐݑܽ

                           ሺ? ,ݎ݄ݐݑܽ .ݒ݅݊ݑ_ݏ݄݅ , ݊݅ݐ݈ܽܿ|݁݉ܽ݊  ,ሻ݀ݎܽݒݎܽܪ|ܽ݅݊ݎ݂݈݅ܽܥ
                                      ሺ? ,ܾݑ .݂݊ܿ ݊ܽ݉݁,  .2012ሻܥܹܵܧ
Figure 1 shows a ܲܩ constructed from ܳ1, the separate points between symbols rep-
resented by non-labeled nodes, the query paths 1 2 3 correspond to user paths 1 2 3 
of  ܳ1. The variable nodes are specified with ‘?’ to indicate that only these nodes are 
shown in the answer. In our work, the answers for the query is a set of approximated 
graph patterns ranked in order of decreasing the approximation level value, every one 
contains nodes that correspond to the user variables, the paths in every approximate 
graph pattern are an approximation of the paths in ܲܩ (every path in ܲܩ is corre-
sponding to a single conjuncts query [4]). We use the graph patterns as answers, for 
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order approximation level so the user can explore these results in order to acquire 
more knowledge. 

3 Using WordNet  

WordNet [5] is a lexical resource for the English language; it groups terms (name, 
verbs, adjectives etc.) in sets of synonyms called Synsets. Approaches based on char-
acters strings become insufficient when concepts are systematically close to each 
other and when their names are different (example: « car » and « automobile »), the 
interrogation of a linguistic resource such as WordNet may indicates that two con-
cepts are similar . For the calculation of the linguistic similarity, the function Syn(c) 
calculates the set of WordNet Synsets related to the concept c. 

3.1 Definition of a new WordNet Meaning Similarity  

In this section we define a new WordNet meaning similarity, this measure is used in 
the process of discovering the nodes mapping from the user query and graph data. 
Let ܵ_ܿ݉ ൌ ሺܿ1ሻ݊ݕܵ ת   ሺܿ2ሻ the set of common senses between ܿ1 and ܿ2 to be݊ݕܵ 
compared,  the cardinality of  ܵ_ܿ݉  is : ë ሺܵ_ܿ݉ሻ ൌ ሺܿ1ሻ݊ݕܵ| ת   ሺܿ2ሻ|  , we use݊ݕܵ 
the following measure: 

Let minሺ|Synሺc1ሻ|, | Synሺc2ሻ|ሻ be the minimum cardinality between the two sets 
Syn(c1) and Syn(c2) for the concept c1 and c2 respectively, thus our similarity meas-
ure is constructed from analyzing of the next metric [7]: 

                                        Sim1ሺc1, c2ሻ =  ሺS_ୡ୭୫ሻ 
୫୧୬ሺ|S୷୬ሺୡଵሻ|,| S୷୬ሺୡଶሻ|ሻ

                                         (3) 

This metric based on common senses of c1 and c2, it return 1.0 if c1 is synonym of c2 
but if the set of senses for c1 (or c2) are including in the set of senses of c2 (or c1) so 
this metric return again 1.0, for example the concept “machine” has 8 senses and 
“motorcar” have 1 sense (included in the 8 sense of “machine”), utilizing this metric: 
ܵ݅݉1ሺ݄݉ܽܿ݅݊݁,݉ݎܽܿݐሻ ൌ ଵ

ሺ଼,ଵሻ
ൌ ଵ

ଵ
ൌ 1 , so “machine” is the synonym of  “motor-

car” but this is wrong because “machine” is the generalization of “motorcar”, so from 
this idea we propose the next new measure which is based on the different senses 
between two concepts: 
Let ܵ_݂݀݅ ൌ ሺ൫ܵ݊ݕሺܿ1ሻ  ሺܿ1ሻ݊ݕሺܿ2ሻ൯ – ሺܵ݊ݕܵ ת   ሺܿ2ሻሻ: the set of different senses݊ݕܵ 
between c1 and c2, so  ܵ_݂݅ܦ ൌ ݊݅݊ݑ െ ሺSynሺc1ሻ|= |݂݅݀_ܵ| .݊݅ݐܿ݁ݏݎ݁ݐ݊݅    Synሺc2ሻ ሻ | െ

หሺSynሺc1ሻ ת  Synሺc2ሻ ሻ ห, the set of union is defined as:  ܷ  ൌ ሺܿ1ሻ݊ݕܵ  -ሺܿ2ሻ, our met݊ݕܵ
ric is: 

                          ܵ݅݉2ሺܿ1, ܿ2ሻ ൌ 1 െ | ௗ௧ ௦௦௦|
|௨|

ൌ 1 െ |௨ |–|௧௦௧|
| ௨|

                  (4) 

                                  ܵ݅݉2ሺܿ1, ܿ2ሻ ൌ 1 െ | ௌ_ௗ|
||

ൌ 1 െ | |–|ௌ_|
| |

                                          (5) 

If ܵ݊ݕሺܿ1ሻ ൌ ,ሺܿ2ሻ (no different senses c1 is synonym of c2)  then ܵ݅݉2ሺܿ1݊ݕܵ ܿ2ሻ ൌ
1 െ 0 ൌ 1.  ܵ݅݉2ሺ݄݉ܽܿ݅݊݁, ሻݎܽܿݎݐ݉ ൌ 1 െ

 7  

 8
ൌ 1 െ 0.87 ൌ 0.13 (7 common senses). 
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In this paper we use the next measure which takes advantage of Sim1 (common sens-
es) and Sim2 (deferent senses): 

,ሺܿ1ݏ݁ݏ݊݁ݏ_݉݅ܵ                              ܿ2ሻ ൌ ù1 כ Sim1   ù2 כ Sim2                                  (6) 
where, ù1 and  ù2 are the widths associated to Sim1 and Sim2 respectively, ù1 ൌ
0.5, ù2 ൌ 0.5 by default i.e. same importance, we adjust  ù1 and ù2 according the 
preference of the user. 
Example 2.Table 1 shows values of similarity for some pair of concepts. We cannot 
find a significant similarity between these concepts if we use a metric based on syntax 
only, the ݊݅݁ݐ݄ݏ݊݁ݒ݁ܮ similarity indicates that “house” and “mouse” are similar but 
this is wrong, this highlights the importance of the proposed measure as it is used to 
find relationships between terms of the semantic regular path queries and the nodes of 
the graph data. 
 

 

Table 1. Some similarity values calculated using ܵ݅݉_݁ݏ݊݁ݏ and ݊݅݁ݐ݄ݏ݊݁ݒ݁ܮ 

4 Approximating the naïve user queries 

We start by defining the problem that is: how to satisfy the user in case if he specifies 
concepts that do not exist in the graph data? This is a big difficulty, as the approxima-
tion is the solutions for finding results and approximating the user query. However, it 
must take into account the concept meaning, this is the goal of the new proposed query 
language and the meaning similarity. This helps to better understand the user and helps 
the discovery a set of concepts in the structure which are relevant to user concepts in 
order to begin the process of exploration and finding the responses for the variables. 
The proposed approach may be divided in three steps:  
1- Discovering nodes which correspond to discovering user concepts in ܲܩ.  
2- Finding for every query path its approximate paths in the graph data. 
3- Generation of the results which are a set of approximate graph patterns with its 

approximation level value, these graph patterns contain the nodes results corre-
sponding to the projection of the user variables.   

The procedure is based on the following objectives: 
 Giving to ability to the naïve user to take advantage from the power of semantic 

search, in this case we let him specify his needs by writing simple regular paths.  
 Understanding the naïve user query by finding relationships between the user paths 

and the knowledge base (RDF graph). Most user concepts do not appear in the 
structure, for this reason, we propose a new query language and a meaning similari-
ty leading to a better understanding of the user needs on one hand and discovering 
the correspondences between the query concepts and the graph nodes on the other 
hand. The user, however, still plays an important role in the query answer para-
digm. 

 The outputted answer must be understandable for the user and it should be simple. 

Concept1 Concept2 ࡿ ࡿ ࢋ࢚ࢎ࢙ࢋ࢜ࢋࡸ ࢋ࢙ࢋ࢙_ࡿ 
Car  Automobile 0.5 0.16 0.33 0.0 
Location  Placement  0.33 0.16 0.245 0.22 
House mouse 0.0 0.0 0.0 0.86 
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We make clear the procedures have been omitted, in the rest of the paper, because of 
pages limitation; we cannot describe the approach in detail so only the main steps are 
mentioned.    

4.1 Mapping from Nodes in GP to Nodes in G 

The mapping process is necessary to find the correspondences of the nodes in GP 
(variables and constants in the conjuncts query); these nodes are used for finding the 
set of the approximate paths in ࡳ. Because the user have lack knowledge of the graph 
data structure so he is able to use concepts not necessarily appearing in the graph and 
the process of mapping is important for discovering the nodes matches these concepts 
using WordNet. In order to enhance the matching we use a similarity metrics based on 
syntax (characters strings) (like: Levenshtein, NGram, JaroWinkler) and our meaning 
similarity (using the WordNet ontology) for discovering the senses (the meaning) 
commons between the concepts. 
Definition 1. Two concepts  ܿ1  א 2ܿ ,ܲܩ א ,ሺܿ1ݏ݁ݏ݊݁ݏ_݉݅ܵ  are similar ifܩ ܿ2ሻ 
ܶ (WordNet similarity), ܶ is predefined threshold, if ܵ݅݉_ݏ݁ݏ݊݁ݏሺܿ1, ܿ2ሻ ൌ 0 then we 
test  ݐ݊ݕݏ_݉݅ݏሺܿ1, ܿ2ሻ  ܶ, the values of ܵ݅݉_ݏ݁ݏ݊݁ݏ,  and ܶ is defined in ݐ݊ݕݏ_݉݅ܵ
[0,1]. 
   .use the labels of nodes and edges (any syntax similarity) ݐ݊ݕݏ_݉݅ܵ and ݏ݁ݏ݊݁ݏ_݉݅ܵ
In the rest of the paper we use ݉݅ݏሺܿ1, ܿ2) for the value returned 
by  ܵ݅݉_ݏ݁ݏ݊݁ݏ or ܵ݅݉_ݐ݊ݕݏ. 

For finding the sets of node mapping the procedure ݃݁ܽ݉_݀݊_ݐ returns for every 
node ݊

 א ݅)ܲܩ א ሼ1,2ሽ i.e. the first or the last node in the query path  ܳ ܲ), the set 
ܽܯ݀ܰ

contains the nodes in ܩ  which are similar to ݊
 using its label by the similari-

ty based senses (or based syntax), in addition this procedure use a strategy for discov-
ering another nodes in ܩ from the first and last edge in the query path  ܳ ܲ . 

4.2 Computing the Approximate Paths 

In this section we introduce the notion of approximation level between two paths and 
describe the method for calculating its valuesܽݒ݈݁_ݔ, this section is for the computa-
tion of the approximate paths from ܩ, the finale answers (approximate graph patterns) 
are calculated in the next sub section. This calculation is started after the generation of 
the set of nodes mapping ܰ݀ܽܯ

 for every node ݊
   א   ܳ ܲ .The procedure 

ܳ take as input a query path  ݏ݄ݐܽ_ݔܽ_ݐ݁݃ ܲ and outputting the set of tuples answer 
 ,every tuple  ሺݏ݊ܽ_ݑݐ ଵܸ, ଶܸ, ,  ሻ containing two node : ଵܸ is first node in theݒ݈݁_ݔܽ
approximate path , ଶܸ is the last node and ܽݒ݈݁_ is the value of the approximate 
level between ܳ ܲ and  , the sets of tuples answer are used for constructing the ap-
proximate graph patterns for ܲܩ. 
We consider the next points in the calculation process of ࢜ࢋ_࢞ࢇ : 
• The number of edges in    similar to the edges in  ܳ ܲ  (similarity ≠ 1), each simi-

lar edge in  is a non-direct substitution for its corresponding edge in  ܳ ܲ  so we 
added the value of substitution to ܽݒ݈݁_ݔ  . 
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• The number of additional edges in  (݀ܽ_ݐݏܿ) , not appearing in  ܳ ܲ , each addi-
tional edge in    is an insertion. 

• We also take into account the two values: similarity value between the first node 
in   and the first in ܳ ܲ, similarity value between the last node in  and the last 
in ܳ ܲ. 

• The order of edges in the query path ܳ ܲ for respecting the preference of the user. 
Our approach considers common and similar edges, therefore common edges are 

not associated to a value of ‘0’ but ‘1’, as well as the similarity values for similar 
edges. Before starting the process of finding the approximate local answer, the proce-
dure ݃݁ݏ݄ݐܽ_ݔܽ_ݐ generates the set of all paths ݏ݄ݐܲݔܣ  from the two sets of nodes 
mapping ܰ݀ܽܯଵ

 and ܰ݀2ܽܯ
݆ . 

Definition 2. Let  a path in   ܩ, ܳܲ a query path in    , ܲܩ is an approximate path for 
ܳܲ  if  the value of the approximation level between  and ܳܲ is higher than  ܶ_ܽݔ ( 
predefined threshold of approximation), ܶ_ܽݔ א ሾ0,1ሿ. 
The procedure ݄݃݁ݐܽ_ݔܽ_ݐ  use the similarity obtained between two nodes ݒଵ 
and ݒଶ,ݒଵ߳ ܳ ܲ,  ݄ݐܽ ߳ 2ݒ .If  ݒଵ is labeled with more than one term by the symbol ’|‘   
so all terms are compared to the label of ݒଶand only one value of similarity is returned 
i.e. the ܺܣܯvalue.   
Example 3. Figure 2 shows the computation of the approximation level ܽݒ݈݁_ݔ for the 
paths ܲ  א ’ܲ and ܩ א ܳ for the query path ܩ ଷܲ. For ܳ ଷܲ   א  the first node  ݊ଵଷ  is :  ܲܩ
labeled with the variable ‘?pub’ and has the set of nodes mapping ܰ݀ܽܯଵଷ = {publi-
cation, pub1, pub2}, the last node is labeled with constant ‘ESWC2012’ and has the 
set of nodes mapping ܰ݀ܽܯଶଷ = {ESWC2012, ISWC2012}.The similar edges by 
discontinued line, additional edges by double line, first and last nodes by the dark 
circle; the values of similarity  between edges and nodes are in italic, ). The common 
edges are represented by single continued line. In the path  ܲ, number of similar or 
common edges is 2 (with two values of similarity: 0.95, 1), 1 ൌ ?ሺ݉݅ݏ ,ܾݑ 2ሻܾݑ ൌ
0.90, 2݉݅ݏ ൌ ,2012ܥܹܵܧሺ݉݅ݏ 2012ሻܥܹܵܧ ൌ 1, the approximate level associated with 
ܲ is: 

ݒ݈݁_ݔܽ                            ൌ ൬
∑௩ೞೌೝ

 ௩ೞೌೝ
 ቀ1 െ ௦௧ೌ

.௧
ቁ  1݉݅ݏ  2൰݉݅ݏ 4ൗ                    (7) 

ݒ݈݁_ݔܽ                            ൌ ቀ .ଽହାଵ
ଶ

 ቀ1 െ 
ଶ
ቁ  0.90  1 ቁ 4⁄ ൌ 0,97                                 (8) 

The tuple answer corresponding to ܲ is: ሺ2ܾݑ, ,2012ܥܹܵܧ ܲ, 0,97ሻ. 
In the path ܲԢ there is one additional edge the (the edge type) so ܿݐݏ_ܽ݀ ൌ 1 and, 
number of similar or common edges is 2 (with two values of similarity: 0.95, 1), 
1݉݅ݏ ൌ ?ሺ݉݅ݏ ,ܾݑ ሻ݊݅ݐ݈ܾܽܿ݅ݑ ൌ 2݉݅ݏ   ,0.70 ൌ ,2012ܥܹܵܧሺ݉݅ݏ 2012ሻܥܹܵܫ ൌ 0.20, 
so the approximate level associated with  ܲԢ is : 

ݒ݈݁_ݔܽ                            ൌ ቀ .ଽହାଵ
ଶ

 ቀ1 െ ଵ
ଷ
ቁ  0.70  0.20  ቁ 4⁄ ൌ 0,64                           (9) 

The tuple answer corresponding to ܲ is: ൫݊݅ݐ݈ܾܽܿ݅ݑܾݑ, ,2012ܥܹܵܫ ܲԢ, 0,64൯. 
 for ܲᇱso the path ܲ have a good approximation ݒ݈݁_ݔܽ  for ܲ is greater than ݒ݈݁_ݔܽ
than  ܲԢ. 
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‐ (?Book, year of publication, 2000) 
‐ (?Book, book  isbn, ?isbn) 
‐ (?Book, has publisher, ?publisher) 
User intend: Find Books published in 2000, 
associated with its isbn and the publisher.  

5  6  5  0.83  1.0 

Table 2. Some user queries used for the evaluation  

6 Conclusion and Future Works 

In this paper a novel approach for query approximation based on meaning similarity 
from WordNet is proposed, using a proposed query language inspired from the con-
juncts queries. Using this technique, the naive users are able to write simple queries 
that not necessarily match the data structure. Our approach can be used as an exten-
sion to other approaches for a better understanding of the user query and obtaining 
results that satisfies the user’s needs. It has been shown that the answers are a set of 
graph patterns ranked following the approximation level decreasing order. The work, 
is not considering only RDF graph but it can be seen as a general approach which 
may be applied to any semi-structured data that is modeled as graph, Future work will 
consist in applying the proposed approach to specific domains such as geographic, 
medical, biologic and bibliography, using query interface and building new indexes 
for scaling a huge number of triples. 
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