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Abstract

An automated storytelling system that presents its sto-
ries as text on a screen is limited in its engagement
with readers. An embodied robotic agent can overcome
these limitations by using gesture to physically enact
its stories. This paper presents a robotic agent that en-
acts its own novel stories, which it shapes from the
feedback it obtains using probing personal questions.
Our robotic writer/presenter has two alternate modes
of story-generation: a straight “telling” mode and an
interview-oriented back-and-forth that extracts personal
experiences from the user as raw material for new sto-
ries. We explore the practical issues of implementing
both modes on a NAO humanoid robot that integrates
gestural capabilities in an existing story-telling system.

Introduction

An intriguing story that captivates listeners is a product of
multiple intertwined factors, from the complexity of the plot
to the way the storyteller uses speech and gesture to interact
with an audience. Ultimately, however, it is the emotional
nature of the human listener, such as the listener’s willing-
ness to get emotionally involved in a story and to empathize
with its characters, that leads to true appreciation of a narra-
tive. This empathy can be triggered by identification (Krebs
1975) with the characters in the story or with the perspective
conveyed by the storyteller. This path from identification to
empathy to engagement requires that the listener be human,
but it does not require the teller to be human too. This paper
provides a system description of a creative story-generator
that augments its symbolic narratives with embodied ges-
tures using a robot for knowledge elicitation and story pre-
sentation. It explores two alternate modes of engagement
that vary in the amount of personal listener experience that
is integrated into a tale to foster identification and empathy.

As we use the Nao humanoid robot in this work (Fig. 1),
we will briefly comment on the technical details of this phys-
ical platform, before surveying previous creative work with
the Nao. Storytelling with a robot, as presented here, will
combine story-generation with story-enactment. The former
generates stories that make maximal use of the robot’s affor-
dances, while the latter executes these affordances to maxi-
mize user engagement. Enactment combines not just speech
(textual delivery) but gesture, posture and body orientation.
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In short, robotic agents provide more dimensions of expres-
siveness than text or speech alone.

The following sections focus on a discussion of the tech-
nical difficulties that we have encountered, and on the tech-
niques and resources we have used to overcome them. To in-
vestigate our hypothesis that a robotic platform can enhance
listener identification with the products of automated story-
generation, we contrast the implementation of two modes of
user-influenced story-generation. The first, a baseline, em-
ploys simple user interaction prior the generation of a story,
while the other conducts a probing, therapist-like interview
to elicit personal experiences from the listener that it can
repackage — somewhat collaboratively — into novel stories.

An empirical evaluation of the approaches employed is
still in progress, so for now we conclude with insights from
the current implementation to explain why we identify more
with an embodied robot than with an intangible piece of soft-
ware, and perhaps why are more likely to attribute creativity
to the former than to the latter.

The Humanoid Nao

The French robotics company Aldebaran Robotics (recently
acquired by Softbank) began to design its Nao humanoid
robot (Fig.1) in 2004. Four years later the first release was
provided for research use in universities and laboratories.
The current model has a height of 58 cm, weighs 4.3 Kg
and is powered by a 48.6 Wh lithium battery that provides
approx. 90 minutes of active use. The bipedal robot has 25
degrees of freedom controlled by a 1.6 GHz CPU. The in-
built Linux-based NAOgi OS gives access to two HD cam-
eras, four microphones and a variety of sensors for detecting
inertia, pressure and infrared light (Gouaillier et al. 2009).
A detailed investigation of the robot’s technical capabilities
can be found in (Shamsuddin et al. 2011). With its wide
variety of easily accessible tools, the robot quickly found its
way into research (Tapus et al. 2012), (Parde et al. 2015) and
education (Hood, Lemaignan, and Dillenbourg 2015). The
robot provides in a ready-made set of modalities: Speech
production and speech recognition software, facial recogni-
tion that allows the robot to follow faces with its gaze, a
pre-installed set of 400+ body movements and although the
robot has no facial gesture capabilities it has a set of RGB
LEDs that function as eyes, which can show different col-
ors to communicate emotions. The proceeding section will



Figure 1: The Nao robot from Aldebaran. In this image,
the robot performs a gesture titled ShowSky_I that has been
associated (with medium strength) to the actions: look up,
praise, pray, preach and worship.

comment on studies investigating those modalities. The use
of gestures is the key modality in the storytelling framework
presented in this paper and we will therefore outline the im-
portance of this modality through previous research.

The Nao’s uses are myriad, so this section will highlight
the most notable research that has been published in the do-
main of storytelling. An overview of storytelling with robots
can be found in (Chen, Nurkhamid, and Wang 2011). For
instance, (Ham et al. 2011) investigated the impact of delib-
erate gesture and gaze during storytelling by a Nao robot.
They employed a database of gestures and gazing modes
that were sourced from a professional stage actor and their
results showed that the effect of using gesture and gaze to-
gether was significantly greater than the effect of using a
single modality in isolation. The Nao has a gazing mode
that is active by default, which causes it to autonomously
shift its focus from one person to another, often to the person
who happens to be speaking at any given moment. We can
assume, based on (Ham et al. 2011), that this default gaze-
shifting functionality enhances the communicative effect of
its speech mode, regardless of whether other gestures are
also used. Those authors relied on a small dataset of just 21
gestures, whereas the framework we present here employs
more than 400 gestures, each of which has been associated
with one or more story verbs.

The current framework emphasizes not just gesture and
gaze but the use of language to elicit personal experiences
from a user. We draw on studies from (Csapo et al. 2012),

(Meena, Jokinen, and Wilcock 2012) and (Wilcock and Joki-
nen 2013) that use the Nao in question-answering mode.
The framework described in that work marries Nao’s dia-
logue capabilities with a question-answering interface for
Wikipedia that allows a user to retrieve information from
the web in a conversational manner (in much the same vein
as Amazon’s Alexa/Echo). The evaluation of human/robot
interaction in (Csapo et al. 2012) focuses on modalities such
as tactile sensors, face detection and non-verbal cues to de-
rive these findings: the optimal communication distance is
0.9 meters between human and robot, while the limitations
of Nao’s speech recognizer make sudden interruptions inad-
visable and highly impractical to process. The latter insight
influences the constraints we describe in a later section on
the modes of our own framework. Findings regarding the
use of gesture are less relevant here, since those authors re-
lied on a database of just six gestures for their system.

Gesture and gaze enrich the communication process, but
how much accuracy do these non-verbal additions provide?
(Héring, Bee, and André 2011) suggests that the Nao robot’s
body movements are most effective for communicating a
specific set of emotions, whilst eye color and sound are
evocative but much less accurate in conveying specifics.
This leads us to prioritize physical gestures in our approach,
while relying on colour and sound as non-vital embellish-
ments. As each of the studies mentioned here suggests that
gestures achieve a heightened effect when paired with the
relevant speech content, we do not need to focus our evalu-
ation on behavioral cues, but on the communicative aspects
of the interaction with the user.

A comparable number of gestures to that employed here
can be found in the work of (Pelachaud et al. 2010), (Le, Ha-
noune, and Pelachaud 2011) and (Gelin et al. 2010). Those
authors developed two markup languages for use in func-
tional and behavioral annotation for story-telling with a vir-
tual animated avatar. They subsequently selected a subset
of their database of approximately 500 annotated gestures
for use in embodied storytelling with a Nao robot that can
read stories to children. The empirical evaluation of their
approach indicates that while the gestures are reported as ap-
propriate to the content they adorn, they are not often seen as
natural adornments to the action (Le and Pelachaud 2012).

Most approaches to automated story-generation lend
themselves to robotic embodiment, insofar as any stream
of action-oriented text can be augmented at suitable junc-
tures with appropriate gestures and gaze behaviours. Thus,
the engagement-reflection approach of (Pérez y Pérez and
Sharples 2001), as implemented in the Mexica system, is
as suited to the enactive mode of story presentation as the
morphological approach (in the sense of Vladimir Propp’s
morphology of the folk tale) of (Gervas 2013) to the plot-
as-planning-and-problem-solving approach of (Riedl and
Young 2010). So we are principally guided by practical-
ity rather than theory in our choice of the Scéalextric model
of (Veale 2017) as the story-generating core of our system.
Scéalextric employs an open and modular knowledge repre-
sentation that is easily extended, and provides a public dis-
tribution that contains tens of thousands of story-related se-
mantic triples to support plot and character design. It is built



around an inventory of over 800 action verbs that gives our
robot the semantic material to pose highly specific questions
of a listener in its path to building a vivid story.

Some fascinating recent work in Computational Creativ-
ity has focused on humans and artificial agents working in
unison to achieve co-creativity (Jordanous 2017). For exam-
ple, (Davis et al. 2016) explored co-creativity in the domain
of abstract drawing, using an enactment framework to iden-
tify the emergence of sense-making in a contrastive study
of human-human and human-machine collaboration. A co-
creative approach to storytelling is found in the Mable sys-
tem of (Singh, Ackerman, and Pérez y Pérez 2017), which
builds on the Mexica story generation system to write lyrics
for a ballad that tells a tale. This system also builds on the
Alysia system of (Ackerman and Loker 2017), which uses
machine-learning to support the creation of melodies. The
combined system first composes lyrics in a co-creative mode
with a human user, and subsequently overlays these lyrics
onto a machine-generated melody. Good music is designed
to move the emotions and the body, so musical story-telling
presents significant opportunities for physical embodiment
in a robot. So the approach described here is one of many
potential story-generation services (in the sense of (Veale
2013)) that can be selected from a competitive API economy
(Concepcidn, Gervds, and Méndez 2017) for automated sto-
rytelling on demand. Another API service in this economy,
the Charade system of (Méndez, Gervas, and Le6n 2016),
suggests obvious parallels to our current framework, insofar
as it motivates the development of inter-character affinities.
Each service will advertize its own comparative advantage,
and so the current approach offers nuance in its use of enact-
ment to unify vivid actions with embodied gestures.

The body is the means by which we engage with our phys-
ical environment, so an embodied story-teller whose ges-
tures appear natural can grant a greater sense of reality to
the wholly invented realms of its imaginary stories. Each of
the studies considered here thus emphasizes the importance
of natural gesture to the enactment of a tale, or in the words
of Hollywood screenwriters, to showing, not just telling. It
is to the practical implementation of this maxim with natural
and expressive gestures that we now turn.

Embodied, Enactive Storytelling

The scientific community lacks agreement on a single cog-
nitive model for explaining the processes of creative gen-
eration. The Brain Computer metaphor, most prominently
described by (Putnam 1961), offers a premise that most cog-
nitive engineers take for granted. This metaphor of Com-
putationalism regards the brain as the underlying hardware,
just like the hardware of a computer, and the mind as the
software that runs on this physical platform. But to what ex-
tent does the hardware shape the software, or vice versa, and
how is the synergy between mind and body achieved? While
not attempting to resolve these vexing long-standing ques-
tions, this paper explores an intersection that is neglected
in most modeling approaches. Collaborative enactive sto-
rytelling is the application of creative software that relies
crucially on the physicality of its hardware, thus blurring the

boundaries between external interactions and internal repre-
sentations. So we adhere to a new theory in the philosophy
of cognition, called Enactivism, that challenges Computa-
tionalism in suggesting that a precursor to high-level cogni-
tion is the dynamic interaction of an active organism within
its physical environment. This environment is modeled in-
ternally not by translating sensory input into internal repre-
sentations, but through exploratory interactions that create
meaning (Di Paolo, Rohde, and De Jaegher 2010).

By analogy with these biological organisms, a robot can
operate within, modify and learn from its environment (see,
for instance, (Sandini, Metta, and Vernon 2007)). The
robotic system becomes producer and product at the same
time via the establishment of an autopoietic feedback loop.
In such a feedback loop, the execution of a specific behav-
ior by an actor for a spectator may trigger a corresponding
response from the spectator, which in turn influences the ac-
tor’s subsequent actions and shapes the actor’s overall be-
havior (an explanation is given in (Fischer-Lichte 2012)).
The most influential behavior of a storyteller is the use of
the spoken word, but apt choices of physical gesture can also
greatly contribute to the creation of an effective feedback
loop (see (McNeill 1985), (Bergen, Narayan, and Feldman
2003)). As the interface between one’s internal representa-
tions and the external environment, the body can make use
of gestures to express what speech alone cannot convey. The
following section outlines an implemented robot framework
that provides two different modes of enactive storytelling.

Framework Description

The framework that is used for the two storytelling modes
has been developed using Python and the NAOgi (Version
2.1.4.13) package. This software package provided by Soft-
bank Robotics allows easy access to the different modalities
of the robot’s hardware. This section briefly describes the
most important modules that have been used, databases that
have been integrated for the story-generation process and the
solution to problems that have been encountered during the
setup of the framework. The databases used to craft the sto-
ries and the questions to create the interview-shaped mode
will be made publicly available.

Automated Storytelling The framework is built upon the
Scéalextric system for automated story-generation (Veale
2016a), as this provides a dense forest of plot possibilities
for our robot to explore, perhaps in collaboration with a user.
Scéalextric’s rich databases of symbolic representations al-
low actions to be bound together by causal connections and
characters to be bound to actions on the basis of their es-
tablished qualities. The system binds individual plot actions
into plot segments (or arcs) with the following two-character
triplet shape:

1. XactionY
2. Y reaction X
3. X re-reaction Y

The Scéalextric system provides over 3000 plot segments
of this kind, made from causally-appropriate triplets that
range over 800 different plot verbs (see (Veale 2017)). The



resulting story space is modeled as a forest of trees in which
each vertex is a plot verb, and in which every random walk
yields a causally-coherent plot. Here is an example of a
traversal through the forest:

A learns from B — A is inspired by B — A falls in love
with B — A sleeps with B — B fails to impress A — A
is disillusioned by B — A breaks with B

A robot story-teller can choose to explore the story for-
est using random walks, or it can elicit personal experience
from the listener to guide its traversals. The precise strategy
depends on which of its two modes the robot is operating
within. In either case, the branching structure of the story
forest provides choice (in random walk mode) and apposite
junctures at which to question the user (in interview mode).

Gestures and body movement The current framework
differs significantly from past efforts to exploit gestures
on the Nao, drawing as it does from a set of 400+ pre-
defined gestures from Aldebaran. We handcrafted annota-
tions for each gesture, or physical behaviour, with one or
more Scéalextric plot verbs. Each association of a gesture to
a verb is also marked as strong, medium or weak according
to our judgment (e.g., see Fig. 1). In all, 68% of the 800+
plot verbs in Scéalextric are associated with at least one ges-
ture.

Understanding the Robot The current framework uses
the Nao’s AnimatedSpeech module to enrich its rendering of
text as speech. Each sentence of a story is preprocessed prior
its output to enhance its comprehensibility, e.g., by increas-
ing of volume to the maximum, or lowering the voice pitch
to simulate a more mature voice, or slowing the rate of ar-
ticulation to increase understandability, or shortening of the
pause between sentences to yield greater momentum in the
telling. Unfortunately, the mechanical joints of a gesticulat-
ing Nao create noise that competes with the robot’s speech,
and in a non-laboratory environment this can impede story
comprehension. We have thus introduced a super-title fea-
ture that echoes the output of the speech module on a large
screen, so that an audience can follow the story in an addi-
tional modality (see e.g., Fig. 2).

Understanding the User The framework uses the Nao’s
SpeechRecognition module to communicate with the user.
This module is primed with a vocabulary of words to which
the robot should react via a built-in word spotting option.
The vocabulary can be pre-loaded with thousands of words,
yet the greater its size the more likely it is to confuse similar-
sounding words. In some contexts we disable word spotting
and require the user to reply with a single word response
when explicitly prompted. As we shall see, such constraints
need not impact the naturalness of a man-machine dialogue
if the interactions are well-engineered and suitably framed.

Baseline Mode

The baseline mode of interactive storytelling employs mini-
mum engagement with the user, but explores the same story
forest and exploits the same gestural possibilities as other
modes. Story-telling is initiated in this mode with a request

Figure 2: Demonstration of the storytelling robot with super-
titles on the screen to increase comprehensibility.

to the user: “please provide an action around which to build
a story.” Any of Scéalextric’s 800+ action verbs may be of-
fered in response by the user, as the Nao’s speech recog-
nizer is primed with the corresponding words. Low-level
engineering challenges include loading this vocabulary in
a parallel thread and preventing robotic stutters during the
loading phase.

A vocabulary of 800+ verbs diminishes the reliability with
which the robot can correctly distinguish words, as e.g. the
words “look” may be confused for “cook” or “pay” for
”pray.” Fortunately the Nao’s acoustic module reports a con-
fidence value for each word that it recognizes. Only when
this confidence is above an upper threshold (0.65) does the
robot accept the user’s response without question. When
the confidence falls below a lower threshold (0.4) the robot
remains in listening mode; only when the confidence falls
between thresholds does the robot signal its uncertainty and
seek explicit user confirmation with a “yes” or “no.”

Once the robot has obtained an action from the user, story-
generation around that pivot can proceed. Building on the
Flux Capacitor representations of (Veale 2014), the robot
selects its start and end points in the story forest to represent
a meaningful character-development arc. Stories with the
preferred number of actions (e.g., 6 to 10) are then generated
by traversing the story forest between these end-points and
retaining only those pathways/plots that contain the desired
action. Of these matching pathways, the robot selects one



that provides maximal opportunity for gestural expression,
i.e. the story that contains the most verbs with gestural op-
portunities. Consider this complete example of a generated
story using the keyword “intimidate’:

e Nao: This story is about Isolde the Loyalist and Tris-
tan the Despot.

e Nao: Isolde swore loyalty to trustworthy Tristan.
e Nao: Isolde gave Tristan Tristan’s full support.

e Nao: But Tristan took full advantage of impression-
able Isolde.

e Nao: Tristan intimidated others with threats of vio-
lence from Isolde.

e Nao: Thuggish Tristan threatened Isolde with vio-
lence.

e Nao: Isolde considered Tristan a disgusting mon-
strosity

e Nao: so Isolde’s feelings for trustful Tristan soured.

e Nao: As aresult, Isolde sold out Tristan to Tristan’s
enemies.

Each story begins with an introduction of a pair of
characters, which have been selected from a comprehen-
sive database of familiar faces, real and fictional, called
the NOC list (see (Veale 2016b); access the list at
github.com/prosecconetwork). The sequence of
actions that have been selected from the story-graph are ren-
dered with apt logical connectives (and, so, but, etc.) to
convey the teller’s understanding of causality.

In this baseline mode, the user is given only one op-
portunity — a single action — to influence the direction of
a story. An example video of this mode can be found
at: bit.ly/2GGORhc. More opportunities for collabo-
rative development and self-expression are offered by the
interview-shaped interaction of Therapist mode, as we’ll see
next.

Therapist Mode

We name this mode Therapist mode because it frames its in-
teractions with the user around a series of probing questions
about the user’s own life experiences. These questions mir-
ror the possibilities of the robot’s story space because they
are built from an interrogative rendering of the same plot ac-
tions. The guiding intuition is that everyone has a story in
them; the role of a good therapist is to bring this tale to light
by collaboratively reassembling the user’s own experiences.
The story’s actions should reflect the individual experi-
ences while perhaps changing the sequence and filling gaps,
thereby offering a new perspective on the user’s past be-
havior. Potential story actions are rendered as yes-no ques-
tions (so, e.g., are_inspired_by is rendered as “Have you
ever been inspired by someone?”), and an affirmative answer
adds that action to the story’s plot. Consider this example:

1. Nao: Let us craft a story. I will start to ask you some
questions. You only have to answer with yes or no.

2. Nao: Have you ever felt inspired by someone?

3. User: Yes.

4. Nao: But have you ever taken a hard look at some-
one who inspired you?

User: Correct.

Nao: Have you ever been criticized by that person?
User: No.

Nao: Can you imagine this is possible?

User: No.

10. Nao: Have you ever felt censured by that person?

e

The initial story verb is chosen at random from the robot’s
repertoire. If an affirmative response is given, the verb pro-
vides the next action in the story, and the potential follow-
ons to that action suggest the next set of questions. Con-
sequently, each of those interviews can vary in length, i.e.
two or three positive replies might suffice to generate a story
whereas negative answers will make the interview longer as
the story tree needs to be explored further. If a negative re-
sponse is given, and asserted again, the robot jumps to an-
other branch in the story forest, and tries to move forward
from there. We want the robot’s stories to build on the user’s
experiences but to expand upon them too, to suggest what
might have happened if events had taken a different turn.
Thus, in line 6 the robot asks whether the user was ever crit-
icized by a role model. Given a negative response, the robot
presses on, asking instead if the user can conceive of this
possibility. If the user now replies affirmatively, the story
can incorporate this sequence of events (inspiration followed
by criticism). To further allow for stories that go beyond
the specific facts, users are also encouraged to reply with
“maybe.” As the questions asked of the user will differ from
session to session, a different — yet highly personal — story
will result each time.

Each story involves two characters, a protagonist (the
user, or “you”) and an antagonist. Notice how the questions
above relate each action back to the previous action by as-
suming the antagonist to be common to both. It is likely that
the user will have multiple antagonists in mind when an-
swering questions, and the antagonist presumed in answer 3
is not the antagonist presumed by answer 13. The questions
are sufficiently general to allow this artistic license to oper-
ate, so that the robot can weave stories that conflate several
people from the user’s life into a single thought-provoking
antagonist. Once the session ends at the user’s request, the
selected actions can now be woven into a two-character plot:

This is the story about you and a pioneer. This spectac-
ular pioneer became a shining inspiration for you. You
kept the pioneer under close observation. You mim-
icked the popular pioneer’s style and adopted it as your
own. “You’ve let me down” said the Pioneer plain-
tively, so the domineering pioneer gave you a very pub-
lic rap on the knuckles, and to conclude, the pioneer
brought suit against you in open court. That’s the end
of your story.

This story features all of the actions that the user has as-
sented to, and may include additional actions as well to con-
clude the protagonist’s arc (in the sense of (Veale 2014)) and
bring the tale to a satisfying conclusion. Notably, the protag-
onist of the story is addressed as ’you’, while the protago-
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Figure 3: Example of a tree traversal for the story generation process. Grey nodes and edges indicate that a path has not been
explored by the system. Red nodes and edges denotes those that have been answered with a "No’ by the user. Green nodes have
been validated by the user, giving the sequence ACTION 01, ACTION 02, ACTION 03 and ACTION 04 that start the story story.
A yellow node is one that has been rejected by a direct question, but accepted by the user to be a hypothetical possibility.

nist is referred to not by name but by character-type (here,
the pioneer, as this is the kind of character that inspires oth-
ers). The resulting story diverges from the user’s own expe-
riences, but in doing so sheds new light on them.

A schematic view of the generation-by-interrogation pro-
cess is provided in Figure 3. Here we can see that the first
selected action (ACTION 01) is translated into a question
form and posed to the user by the robot. The node is selected
(green) if the user validates this experience, or assents to the
hypothetical, and this selection cues the node’s children as
possible follow-ons. However, if the user negates the ques-
tion and its rephrasing as a hypothetical, the node and its
action are blacklisted so that it cannot be asked again of the
user. Instead, the robot selects another sibling and another
branch to explore. In the example the node ACTION 03
has been validated as a meaningful hypothetical by the user.

This mode differs significantly from the baseline in the
amount of interaction it demands from the user. However,
this interaction is not deterministic, and the user’s answers
merely suggest, rather than dictate, the robot’s path through
the story forest. This mode demonstrates that every story
can offer a probing interrogation of one’s own experiences,
and vice versa whilst creating a feedback loop. An example
video of this mode can be found at: bit.ly/2o00ouZbY.
Our work up to this point has focused on development of
the pilot system, but in the next section we comment on the
planned evaluation of both modes.

Evaluation Challenges A crowd-based evaluation of the
Scéalextric model of story-generation has been reported in
(Veale 2017). In that work, two modes of story-generation
were evaluated. Each mode employed the same plotting
mechanism — a traversal of the story forest and subsequent
rendering of plot actions into connected linguistic utterances
— but each relied on a different model of characterization. In
the generic condition, plots were instantiated with animal

protagonists and antagonists, such as “the monkey” and “the
snake,” that were chosen at random from a list of Aesop-
style animals. In the more elaborate familiarity condition,
established characters such as Darth Vader or Donald Trump
were chosen from the NOC list, and aspects of their char-
acters as retrieved from the NOC were integrated into the
rendering of plot verbs. Moreover, characters were cho-
sen randomly in apt pairs, so that stories would pit Donald
Trump against Lex Luthor, or Darth Vader against Bane, or
Steve Jobs against Leonardo Da Vinci. The crowd-based
evaluation of fifty stories from each mode solicited 10 rat-
ings for six dimensions for each story, and the NOC-based
mode showed superior results for all dimensions. Surpris-
ingly, the NOC stories scored higher for dramatic content
too, even though the underlying plots relied on precisely
the same plotting mechanism as the generic stories. Con-
sequently, we must take this bias into account comparing
the two modes and eventually disable the NOC characters in
order to compare the baseline with the therapist mode.

Once again we find ourselves with two modes of story-
generation to evaluate. In the earlier crowd-based evaluation
of (Veale 2017), judges were presented with pre-generated
stories and asked to rate them after-the-fact. However, as the
current stories are generated in cooperation with the user,
and rely crucially on the user’s input (as well as an appre-
ciation of their own past actions), these stories are far less
amenable to a simple crowd-based evaluation. Moreover,
our evaluation should allow us to test the central research
question of the current work:

To what extent can an interview-style collaboration en-
rich the storytelling experience between human and
machine over an approach with minimal interaction?

Since we further hypothesize that the embodied, gestu-
ral behaviour of the robot will form a significant part of any
such enrichment, it behooves us to present the robot’s stories



live, in the physical presence of the robot. While video-taped
sessions are one possibility when the goal is to evaluate the
impact of gestures, prerecorded video does not support real-
time interactivity and gesture in the same test. As the system
moves out of the pilot stage, we hope to evaluate the system
with a live audience, most likely in an educational setting
where participants can be given partial credit for their feed-
back. For now, we aim to gain practical insights into possi-
ble evaluations in show-and-tell sessions at conferences.

Philosophical Investigations

Symbol-grounding remains a vexing problem for modern Al
systems, and especially for those that rely on wholly sym-
bolic representations. How do the symbols of a represen-
tation relate to the things in the world for which they are
supposed to stand (Searle 1980)? So, for instance, how does
the representation of a given plot verb in Scéalextric relate to
the intuitive understanding of this verb as held by the human
audience for a story that uses this verb? In a weak sense, the
elements of a symbolic representation can mutually ground
each other if they are connected in inferentially useful ways.
Thus, insofar as the verbs in Scéalextric’s story forest are
connected to each other in causally significant ways that
are appropriately marked, the symbols for these verbs are
weakly grounded in an extensional model of causality.

As system builders, our goal is not a theoretical ground-
ing of symbols but the practical use of symbols in ways that
appear grounded, whatever the philosophical truth may be.
In this respect, the embodiment of a story-telling system in a
physical agent capable of nuanced gestures goes a long way
toward selling the appearance of grounding. But in addi-
tion to physical grounding, it is also meaningful to speak of
psychological grounding. Does a system employ its cultural
symbols in ways that respect the psychological attitudes that
native speakers ascribe to those symbols? This is a question
that goes beyond purely plot-related issues. Rather, it goes
to how humans “feel” about specific symbols. We argue that
framing the story-generation process as a therapeutic inter-
view is just as effective at achieving psychological ground-
ing as it is at achieving meaningful man-machine collabo-
ration. Ultimately, the robot does not succeed in grounding
its symbols in any way that would satisfy (Searle 1980), but
it does come close to reflecting the grounding possessed by
the human audience, whatever that might be.

Being There: Identity and Empathy in Storytelling

A study by (Pop et al. 2013) has demonstrated that the use of
a social robot to support interaction in story-telling is more
effective than the use of text on a screen. For when iden-
tification with the teller is the goal, the physical presence
of a moving body with a human shape makes all the differ-
ence. While reading text on the screen is a solitary activity,
a shared gaze with two human-like eyes can keep us focused
and engaged during an interaction. Moreover, a study by
(Seo et al. 2015) has shown that people tend toward greater
empathy with a physical robot than with a simulated on-
screen avatar. This heightens the contribution of physical
modalities such as gesture, gaze and speech to the identifi-
cation of listener with speaker and of human with machine.

A listener that can identify with the storyteller is better po-
sitioned to empathize with the story that the teller wants to
convey, especially when that story is crafted from the life
experiences of the listeners themselves. Future studies are
needed to investigate the empirical effect of a physically em-
bodied and psychologically-grounded robot story teller that
invents and delivers its own stories to users. While it is still
at an early stage of development, we believe that Scéalextric-
NAO is an important step in the right direction.
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