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Abstract

This paper presents Fragile Pulse, an (anti-)interactive
work of electronic literature about the distracting nature
of digital media. The calming text demands the reader’s
silence and stillness; otherwise the text itself becomes
distracted and anxious.

Introduction

Contemporary digital media is reshaping the way our minds
work, often in extremely dangerous ways. The internet—
with its endless forking paths of links and constantly-
updating feeds—is making our brains less content with and
capable of linear attention (Carr 2011; Hayles 2007). It is
both addictive (Young 1998) and a risk-factor for depres-
sion and anxiety (Woods and Scott 2016; Young and Rogers
1998). Still, a new wave of “self-care” and “mindfulness”
apps have promised new ways of caring for one’s mental
state. Headspace, Shine, and Calm provide users with fea-
tures such as short guided meditations, daily inspirational
quotes, and soothing music to promote sleep. Another app,
Forest, “game-ifies” the mere act of not using one’s phone.
Will our computers and smartphones save us from the prob-
lems they have caused?

“Fragile Pulse” is a work of electronic literature that con-
fronts the viewer with this question by representing the ten-
sion between linear, “deep” attention and the skittering,
impatient “hyper” attention encouraged by digital media
(Hayles 2007).

Fragile Pulse

Fragile Pulse presents the reader with a calming, human-
authored, linear text, not unlike those that abound on mind-
fulness apps. Line-by-line, it pulses on the screen roughly at
the speed of a relaxed breath. However, this meditative un-
folding of text can be disrupted. The program monitors the
viewer with a web-camera and microphone. Any sound or
movement above certain thresholds will initiate one or more
“distractions,” computer-generated deviations from the core
text. Contrasting the calming pulse of the main text, these
distractions vibrate and blink, drawing attention to them-
selves in a way that evokes pop-up advertisements. The
more sound and movement the system detects, the more dis-

tractions clutter the screen. To re-initiate the main, medita-
tive text, the reader must return to a state of silence and still-
ness; gradually the distractions will dissipate, allowing the
main text to pulse onward. However, sounds will also lit-
ter the screen with permanent “ear” emoji, movements with
“eye” emoji—a way of keeping score.

Generating Distractions

The core of Fragile Pulse is a Natural Language Genera-
tion system. This system contains a series of functions that,
given some input, produce a nonlinearly-related output, a
textual representation of the distracted mind’s lines of flight.

For instance, given the line “You are eating a perfect blade
of grass,” the system may target a word within this line (a
noun, verb, or adjective) and then leap to an orthographi-
cally similar word in a large corpus (e.g. “glass,” or “pre-
fect”). However, to echo the way that distracted thoughts
can quickly spiral into anxious ones, the system does not
choose them randomly. Rather, according to a principle of
Affective Filtering, it is more likely to choose those that are
semantically close to a negative word (such as “terrible”
or “pain”) according to a vector-space model of language
(Mikolov et al. 2013).! The principle of Affective Filter-
ing applies to other functions that generate distractions. One
function, given a target word, will wander to a semantically-
related word according to that vector-space model, again
prioritizing words that are close to certain negative terms.
Other functions rely on semantic relations mined from a
large number of Project Gutenberg texts using SpaCy’s de-
pendency parser (Honnibal and Johnson 2015). Given a
noun such as “wolf,” it will choose a transitive verb of which
this noun is the subject according to (noun, verb) pat-
terns mined from the corpus, prioritizing those verbs that
that are close to “kill” or “hate” (e.g. “bite”).> This pro-
duces an anxious question such as “What if a wolf bites
me?” Using (adjective, noun) pairs mined from this

!Cosine similarity between Google News vectors was used.
See: https://code.google.com/archive/p/word2vec/

ZSometimes antonyms (e.g. “terrible” and “wonderful”) may
be judged to be similar by this model; additional filtering omit-
ted words that were closer to certain positive words than cer-
tain negative words. Likewise, semantic proximity between
(noun, verb) and (adj, noun) pairs was used to emphasize
related words.
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Figure 1: A fit/flight of distractions. Lines chart the semantic wandering. Eyes and ears document movement and sound.

corpus and prioritizing adjectives close to words like “ter-
rible” and “useless,” another function produces self-critical
statements like “I’m nothing but a stagnant lake.”

Other functions mimic anxious and distracted thinking
while also adding linguistic variety. Using the Twitter API,
for instance, one function returns a tweet that contains both
the target word and one of a series of emoji that tend to sig-
nify sadness or anxiety. Another returns a statement of con-
sumeristic desire extracted from Amazon product reviews
(McAuley et al. 2015).

Chains of Distraction A key feature of the Natural Lan-
guage Generation system is that the distraction functions can
be arbitrarily chained together. When noise or movement
disturbs the main text, the first distraction always takes as
its point of departure whatever line of the main text was
last pulsing on the screen. However, further distractions
leap from the previous distraction, creating associative se-
quences meant to give the impression of a mind bouncing
between thoughts as well as between moods. Disrupting the
line “You are standing beneath a solemn moon...” may lead
to a chain of distractions such as:

solemn

sorrowful

I am nothing but a sorrowful foreboding.
foreboding

dreading

1 am already dreading work next week.

Anti-Interactivity

Computer-generated literature often takes the form of algo-
rithms that operate autonomously. For instance, Nick Mont-
fort’s Taroko Gorge (2009) slowly and perhaps meditatively
generates a poem line by line, whether or not the reader is
following along. Other works in this field are interactive.
For example, Camille Utterback and Romy Achituv’s Text
Rain (1999) requires the reader to become a kind of dancer,
catching letters with their limbs as they cascade down a
screen. This piece, Fragile Pulse, offers a different sort of
relation between the reader and the text, a text that only be-
comes legible with some guarantee of the reader’s attention.
Physical stillness and silence have traditionally facilitated

certain forms of highly-attentive reading as well as medita-
tion. In this case, technologies of interactivity (e.g. motion
sensing) are deployed only to goad the reader toward the
kind of mindful consumption most threatened by digital me-
dia. It remains to the reader to decide whether to follow this
direction or to “fail” (i.e. never progress through the main,
meditative text). Indeed, they may decide that it is more fun
to distract the system. But a choice must be made.
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