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Abstract

We explore how the aesthetic lens of computational cre-
ativity can be used to aid in the development of ethical
principles for artificial intelligence systems, and their
application to real-world domains in which computers
are expected to make reasoned, ethical judgments. In
particular, we bridge two recent ICCC papers, one about
how creative computers can design ethical principles,
and one that uses algorithmic information theory as one
component of the aesthetic value of the artifact. Our
finding is that computational creativity ideas can enable
the creation of novel ethical principles, but that the use
of novelty, value and typicality measures in this space is
quite challenging, and in particular, the algorithmic in-
formation theory objectives do not map smoothly to the
goal of building fast ethical systems of provably high
quality. We conclude with suggestions for making our
approach usable in practice.

Introduction
AI systems, particularly those that inhabit the physical real
world, make ethical decisions in response to either con-
structed dilemmas or ordinary scenarios all the time. This
happens when they decide how to respond to human or other
actors in need of help, but it also happens when a stock-
picking robot decides which companies to invest in, or when
an algorithm chooses which candidate to offer a job to, or
(perhaps more) when the algorithm identifies which personal
traits to look for in a successful candidate.

The all-pervasive nature of these ethical choices has
caused “ethical AI” to become one of the current most ac-
tive areas of research, teaching and progress in the area,
with entire conferences devoted to engendering fairness (by
multiple definitions), identifying properties of fair systems
that are mutually incompatible, and reporting on situations
in which an AI produces outcomes that are unfair, as when
they make decisions that either confirm or exacerbate ex-
isting inequities, or when decisions are made by an AI for
reasons that seem arbitrary. As such, concerns about train-
ing data bias, explainability, or the presence or absence of
proxy variables that can be used to substitute for variables
upon which discrimination is forbidden (such as height be-
ing a proxy for gender, or postal address as a proxy for race
or income level) have also become major topics of research.

We argue in this paper that computational creativity (CC)
has a message for AI ethics as well, but our focus is in
fact that CC can produce ethical systems whose principles
are themselves presented in a more aesthetic or satisfying
way, and that the constrained exploration found in most CC
systems can produce diverse systems of ethical principles,
rather than reinforcing existing models for how robots or
AI systems should interact with the world. Our argument
bridges two recent ICCC papers: a paper by Ventura and
Gates, which argues that considering AI systems as creative
agents whose output artifacts are behavioral choices admits
a natural approach for imposing ethics as an aesthetic fil-
ter on that behavior (2018); and the algorithmic information
theory-based approach of Mondol and Brown, which seeks
to use measures from that theory (basically, a few concepts
from advanced Kolmogorov complexity) as indicia of high
novelty and value (2021). A challenge with both of these
papers is that they do not offer practical implementations.

Ventura and Gates consider the problem of ethical AI be-
havior on two levels. First, they propose a base-level sys-
tem which considers potential behavioral choices and evalu-
ates those choices via the lens of a normative ethics, which
acts as an aesthetic and imposes ethical notions of novelty
and value. They examine various classical normative ethical
philosophies as possible behavioral aesthetics and conclude
that the choice of which normative ethics should be used is
a fraught one. In the most far-reaching part of their paper,
they suggest building a meta-level creative system that cre-
ates abstract ethical principle sets and then focus on how
to evaluate the ethical appropriateness of these meta-level
artifacts, taking into consideration (meta-level) aesthetic no-
tions such as novelty, utility, fairness, generalizability and
comprehensibility.

Mondol and Brown also focus on quality and novelty, but
their approach is much more abstract. For value, they indi-
cate that an object is of high quality if it represents the output
of a significant amount of computational effort (so called
logical depth) or if it is an arbitrary member of a set de-
scribed by a quite long program (also called sophistication).
Objects with high logical depth are compressible; that is,
they can be summarized with a very short program, but the
program takes a lot of time to reconstruct the original object.
Highly sophisticated objects are unusual, in that they show
a large amount of internal structure, but describing that in-



ternal structure still requires substantially long descriptions;
they are not just routine repetitions. Both of these measures
are uncomputable. Another challenge is that if one is given
a short, slow program that generates an object S, that alone
is not proof that S is actually logically deep—another short
program may also generate S, but do so in speedy run time,
thereby demonstrating that S is in fact shallower than pro-
posed. Similarly, just because there exists a long program
for which S is a typical output (which might suggest that S
is sophisticated) does not mean that there is not also a much
shorter program that will also generate S as a typical output.

In the rest of this paper, we look into some of the proper-
ties of good ethical systems from the point of computational
creativity, and explore ways in which Mondol and Brown’s
models of novelty and value can enter into the project of gen-
erating, comparing and evaluating ethical systems. We look
into some of the contexts in which these systems might be
used, and how creativity enters into the process of making
ethical decisions as well. We explore how aesthetic judg-
ments must be constrained here as well—just as a sonnet-
generation system must create outputs that follow the rules
and constraints of a proper sonnet, a system that builds eth-
ical models must avoid horrifying outputs that may initially
appear aesthetically pleasing.

Our approach is still theoretical—algorithmic information
theory builds a collection of potentially theoretically sound,
but fundamentally impractical, assessment tools for explor-
ing the quality of objects like legal codes or computational
systems, and designing algorithms to creatively explore the
space of possible ethical systems will require a better sense
of how to encapsulate both ethical systems and the dilemmas
they face in a computational fashion. However, the combi-
nation of these two approaches offers the possibility of in-
corporating aesthetics and ethics into a common framework,
and developing a better understanding for how beauty and
judgement can work together. That said, there are key ele-
ments missing from “purely computational” frameworks—
an aesthetics for ethics must also include a discussion of
outcomes of ethical decisions, not just an analysis of their
computational complexity and sophistication.

Two types of ethical system
Ethical decisions are made by computers or robots (or hu-
mans!) in response to specific situations. Here, we give two
different formalisms for quite different scenarios in which
agents make these decisions and describe how aesthetics can
enter into the evaluation of this process. These two scenar-
ios correspond to a large degree with the two levels of ethical
CC agent treated by Ventura and Gates: the first considers
the primary artifact to be a behavior (though we will see that
this, in fact, may not actually be the locus of the creativity);
the second considers the primary artifact to be analysis and
judgement about behavior.

First, consider an agent residing in the real world. As a
result of the state of that world, one piece of the process that
decides what action the agent will take might be ethical—in
response to a situation S, the ethical system P must quickly
compute the best behavior b∗ for the agent to perform. Or,
P might generate a ranked list of behaviors (b1, b2, . . . , bn),

which information the agent uses in deciding what step to
take next. In addition, each behavior may include a for-
mal analysis A of why it makes a good choice. The key
concern in this frame, though, is not interpretability; it is
efficiency—for real-time decision-making, the system must
compute (b∗, A) = P (S) within a time bound t, or the de-
cision will become moot. Nonetheless, for analysis of deci-
sions that have been made by P , it is essential that its deci-
sions are given along with some traceable analysis of where
the decision b∗ came from. Since P is fast, this can in theory
be just a computation trace, which may be substantially un-
clear due to either deliberate or accidental obfuscation. Or,
despite the fact that b∗ must be computed quickly, it is possi-
ble that A may be computed reflectively and therefore much
more slowly; indeed, many human justifications, both ethi-
cal and otherwise, may be computed this way as well (Bem
1972).

Whether or not A is interpretable and whether it is com-
puted in real-time or post-hoc, it is arguably a much more
significant output of P than is b∗, both from a creativity and
from an ethical standpoint, especially if the set B of pos-
sible behaviors is well-defined and finite.1 Nevertheless, in
this instance, the agent can not be considered to be making
deep ethical decisions, because it does not have time to do
so; rather, it is quickly deciding how a (presumably) previ-
ously well-defined ethics P applies in situation S.

Second, consider the phenomenon of using legal codes to
resolve disputes or trials. Here, there are two levels to the
process: in the first, lawmakers must draft the law code C
to be used as a basis for decisions. Traditional law codes, of
course, are written in ambiguous natural language, and sur-
rounding a code C will be existing jurisprudence and com-
mentary C ′ upon which decisions can be easily hung.

Next, to respond to a dispute D, the judge must use rea-
soning based on the current law code C to produce an ex-
plainable outcome O for dispute D, such as a guilty verdict
or a decision about financial damages (presumably from a
well-defined and limited set O of possibilities), as well as
a justification J for that outcome. As before, because O is
(usually) a finite set, the justification J is the more creative
task, as is building the way in which J comes from the law
code and interpretations being used.

Both creative steps in this process are interesting from a
computational creativity perspective: drafting C and draft-
ing commentaries C ′ allows for one to explore questions of
novelty and its appropriateness in a constrained space (we
would not want to accidentally legalize murder as a “novel”
innovation!), while at the same time, the choice of law code
can enable simpler reasoning or force more complex reason-
ing in cases wherein the evidence of a particular case D is
not well situated within the code C. As such, the “creativ-
ity” (particularly in the sense of novelty and value, but also
in the sense of expressivity and conceptualization) of one
choice of C or C ′ can have impacts on that of the other, and

1Classic ethical dilemmas, such as the well-known family of
trolley problems, offer an agent two choices; which choice is made
is never the point of proposing the dilemma, rather it is to elicit a
justification for choosing that behavior (Thomson 2014).



they both have effects on O.
The difference between a law code C and commentary C ′

matters because law codes ought to be interpretable under a
wide variety of situations, and in new contexts; for exam-
ple, anti-discrimination law might not directly cite newly-
protected groups, but expert commentary might offer argu-
ments under an existing code that could be adapted to other
groups than those previously identified.

We go into more detail about this mode below, but in this
frame, an ethical decision process P is the creation (either
in natural language, or in an interpretable format) of the pair
(O, J) = P (C,C ′, D).

Ethical decisions and quick actions
Many ethical dilemmas must be solved very quickly as part
of an agent’s participation in the world: should the agent
interfere in an argument, call out a colleague for sexist be-
haviour, apply for an open job, choose one candidate for
a job over another, and so on. So-called “trolley prob-
lems” (Thomson 2014), in which an agent must make a de-
cision that will have negative consequences regardless of the
choice made, also fit in this framework. These ethical dilem-
mas are encapsulated by a short description of the scenario
and a straightforward decision that the agent has to make
about the action it will take; perhaps this comes along with a
predicted probability distribution over the states of the world
that can result from the decision.

This formulation can easily turn into a Partially-
observable Markov Decision Process (POMDP) if one sim-
ply optimizes expected long-term utility of the local deci-
sion at each step (Kaelbling, Littman, and Cassandra 1998).
To avoid this potentially worrisome outcome, we note some
ways in which this framing differs from the POMDP model.

First, the computational power of the agent may be re-
stricted to the extent that solving a full POMDP may simply
not be possible; at each step, there may be too many possible
outcomes to choose from to do a full calculation of expected
long-term utility, for example. Fundamentally, the decision
maker operates in a position of bounded resources: it can-
not fully model other actors in the situation, it may not have
a proper description of the immediate probability distribu-
tion (let alone the long-term outcomes of choices) resulting
from the decision it is making, and the limits on its com-
putation may restrict the functions it can optimize. This is
essentially the same argument used as one explanation for
“non-rational” human behavior (Simon 1955).

Second, even the utility itself is not an easily-defined
function. Instead, the agent itself will learn its utility func-
tion by assessing the outcomes of situations, both those that
result from its own decisions, and those it is shown while
it is being trained. As a result, it is even possible that this
utility function will be time-dependent.

In this framework, computational creativity mostly enters
into the design of the agent’s ethical system itself and the
assessment of its qualities. In particular, we look for aes-
thetic qualities in the way in which the agent responds to
situations (both those found in training data and those found
in its own experiences): can the agent’s decision-making be
said to model principles, can it be summarized in a way that

generalizes from pre-existing data, and can it be expressed in
a compact and easily computed way? A high-quality system
should also be unaffected by irrelevant changes in the input,
which in fact will allow it to operate with more efficiency.
We also look to novelty: does the summarization algorithm
function differently from previous algorithms despite gener-
alizing the same data? One way to see this, consistent with
Mondol and Brown, is to say that the algorithm derived to do
fast ethical decision-making is not “typical” of existing al-
gorithms of that sort—knowing how those algorithms work
will not offer much assistance in compressing the descrip-
tion of a new ethical decision-making approach.

These aesthetic principles of parsimony, generalizability,
consistency and (perhaps to a somewhat lesser extent) nov-
elty are what we view as core ideas of a speedy ethical sys-
tem. Can they be adapted to an algorithmic information the-
ory model of value?

Legal decisions
Law codes have existed for millennia. Historically, they be-
gan largely as criminal codes, identifying behaviours not
permitted for residents of a city or nation and the conse-
quences thereof; over time, they expanded to much larger
codes accommodating trade issues, family law and so on.
At various times, magistrates and judges are given the task
of applying existing legal codes to evidence coming from
specific cases; they must build arguments based on the case,
the law codes, and previous cases and their commentaries.
Having humans do this work requires huge effort and ex-
pense: legal scholars must be trained to build and present
arguments, and judges must use enormous law libraries full
of precedents and commentary to adapt their jurisprudence
to the situations of a contemporary dilemma.

We view this process as a set of creative tasks. In fact,
from an aesthetic point of view, there are three quite different
tasks that occur when one uses a law code to resolve a case.
The first is the codification of the relevant law code itself—
summarizing a collection of arguments, traditions and cus-
toms into a short natural language formulation.

The second aesthetic task is perhaps less obvious: how to
present the information of a case. If the case is presented in
a way that is true, but which obscures the way in which the
law attaches to the details of the case, it can require much
argumentation to be built in order to properly describe the
decision (O, J) that best resolves the dilemma.

And the third aesthetic task is the one that is perhaps most
interesting, and which can be assessed in a variety of ways:
the process by which a judge (computational or human or a
combination of the two) can build from a legal code C and
commentary system C ′, and from the evidence of a case D
to an outcome O with a justification J . If judgment is to be
made by a computer, then the task is in a sense one of using
existing arguments from C ′, together with rules from C, ap-
plied to case D to create the decision pair (O, J). If (O, J)
is easily derived from the evidence and the legal informa-
tion, then we can say that the bulk of the effort in the case
was already done in the creation of those processes (and in
the training of the computational judge). If, instead, much
hair-splitting must be done in the task of interpreting the ev-



idence of the case, then we can say that the code was not
well-matched to the evidence.

This offers one of our most tantalizing realizations:
namely, that the computational task of coming up with judg-
ments can be seen as finding an efficient function that maps
evidence D onto judgments J by filling in details from J
quickly. If the decision J is easily created from D, given
(C,C ′) as a legal code and advice, then (C,C ′, D) is a
good set of evidence and laws for the case. In particular,
we can say that knowing C ′ can help us resolve the case
more straightforwardly.

To make this more formal, consider a collection of evi-
dence D. Suppose there is a small set of possible outcomes
O defined by the legal code C for cases of the type of D. In
order to resolve the case, we must come up with the O ∈ O
that best represents how D interacts with (C,C ′), and the
explanation J that requires the least extra computation on
top of what has already happened in the creation of (C,C ′).

Creating an ethical decision process, then, consists of
choosing a good decision-maker P , but also “priming the
pump” by ensuring that P is well adapted to the law code
C; in particular, P should be able to come up with verdicts
for most cases quickly, and the pair (O, J) should be eas-
ily computed (at least for most cases) given the input data
(C,C ′, D). In the language of Kolmogorov complexity, this
corresponds to saying that the conditional Kolmogorov com-
plexity of the decision (O, J) is small, given (C,C ′, D).

In particular, we note that a legal code that requires us
to build long, involved judgments for simple cases, or for
which small changes to the evidence could force us into a
completely different set of valid justifications, is not a good
one. Rather, for most cases, the mapping from D to the pair
(O, J) needs to be efficient; that is, the legal code is pre-
primed to make fast, straightforward decisions.

Novelty and value in the context of ethics
Adapting traditional creativity measures to ethical systems
and their products is a challenge. In particular, one princi-
ple that might be considered desirable in an ethical system
is respect for precedent and tradition, which pushes these
systems in a direction that moves away from novelty. Obvi-
ously, we still can look for new ways of reconsidering eth-
ical dilemmas (either new ones or pre-existing ones), in the
service of discovering a better way of improving people’s
lives, or in terms of mutually explaining a large number of
compatible decisions. In this sense, the novelty of an ethical
system is about the arguments it generates. As to value, the
quality of an ethical system depends not only on the osten-
sible beauty of its philosophical tenets but also on objective
observers’ agreement with the decisions the system makes.

And of course, for scenarios in which the output of an eth-
ical system is an argument or a legal code or a text decision,
one can look at the overall quality of the text drafting, but of
course, there is no value in a beautiful argument that creates
a monstrous conclusion. In this sense, creativity may not al-
ways serve good outcomes, as when terrorists design novel
forms of sabotage (Cropley, Kaufman, and Cropley 2008).

We can also look for some quality measures that are sim-
ilar to those used by Mondol and Brown, which seek to

encapsulate a collection of compatible ideas in a highly-
compressible form with little internal redundancy. If gener-
alizing these ideas can be done with a lot of effort, resulting
in a short program that compresses the initial representation
well, then this can be another indication of the value of the
ethical system. Obviously, arguing about brevity alone is
insufficient—an ethical system of the “kill all who oppose
us” variety is clearly not a wise one despite its simplicity;
rather, it is clear that wise ethics requires evidence of non-
trivial thought from humans, or for computers, evidence of
substantial computation.

Complexity-theoretic notions of aesthetic
Here we give a short introduction to the algorithmic in-
formation theory concepts Mondol and Brown use in their
study of aesthetics. They use both sophistication and logical
depth as measures of quality; we here focus on the simpler
of these, which is logical depth. We also briefly summarize
their approaches to novelty and typicality in non-technical
language.

Basic Kolmogorov complexity concepts
A string s over a finite alphabet has Kolmogorov complex-
ity KU (s) when this quantity is the length of the shortest
input to a universal Turing machine U upon which U halts
with the string s on its output tape. When U represents a
programming language, KU (s) is the length of the short-
est program in that language whose output is s; normally,
we ignore the universal machine U and just speak of K(s).
There are a number of details about U that are also neces-
sary (such as its accepting only a prefix-free language); we
refer the reader to Li and Vitányi (2019) for full details.

The quantity K(s) is uncomputable. In reasonable pro-
gramming languages U , KU (s) ≤ |s|+ c for some constant
c, since one can just write a program that prints out the sym-
bols of s one-by-one. In general, K(s) represents an opti-
mal compression of the information found in s. The value
of K(s) is not correlated with the usefulness of s. A random
string has K(s) ≈ |s|, which is high. The string 1n of n con-
secutive 1’s has K(s) ≤ log n + c, since we can just write
down the binary representation of the value n and then spit
out that many 1s; this is a very low value of K(s). (Certain
values of n can be compressed far smaller than log n; for
these strings, K(s) ≪ log n.) And a string s of k random
bits followed by n−k 1’s will have K(s) ≈ k+log(n−k),
which can take any value between log n and n. Knowing
(just) the Kolmogorov complexity gives no way of distin-
guishing “useful” strings or “creative” strings from others.

Logical depth as value
Instead, Mondol and Brown move to estimate the value of a
string s by its logical depth (Bennett 1988), the run time
needed by short programs that compute s. Specifically,
given a slip constant c,

dU,c(s) = min
P :U(P )=s,|P |≤K(s)+c

time(U(P ))

that is, it is the minimum runtime of a program which gen-
erates s and whose length is within c of K(s); again, both



U and c are often elided when they do not make the situ-
ation clearer. For simple strings, like those mentioned in
the previous paragraph, d(s) = O(|s|), because a PRINT
program—in the case of the random string—and a linear-
time FOR loop—in the case of the repeated symbol—will
suffice to generate such strings (a simple combination of the
two approaches suffices for the combination string). By con-
trast, a string s that contains the first n bits of a numerical
constant that is hard to compute may be produced by a pro-
gram whose length is a constant (plus a representation of the
value n) but which takes a very long time to run; these are
the logically deep strings. A short, slow program P whose
output is a logically deep string s compresses that string very
well, but an outside observer who does not have all the time
needed for P to run will not be able to verify that it has a
short program even if P is provided.

The overwhelming majority of strings are not even com-
pressible, let alone logically deep (Li and Vitányi 2019).
Mondol and Brown offer logical depth as one piece of ev-
idence of the aesthetic value of a string; they propose that
if a string is the output of a substantial, interesting piece of
computation (or thought), then it is inherently valuable. One
other component of this thesis is that as the length of s gets
substantial, its availability to be compressed also grows; in
particular, if s is the first n bits of a hard-to-produce con-
stant, but the short, slow programs to produce that constant
are longer than n bits long, then s is not logically deep—
its shortest representation might in fact just be the program
PRINTs. As such, logical depth is only meaningful as a
function of long strings. By contrast, for long strings that
come from repeated samples from a logically-deep creator,
as the supply of these samples grows, the potential for find-
ing repeated patterns and structures in those samples in-
creases, and thus so may the possibility of actually finding
a good compression method for such strings, including one
that might require more complex algorithms than just “re-
peat this pattern k times”. Logical depth is a property of the
string s, but the evidence for it is the short, slow program
that generates the string. Given such a program P , we can
confirm that the string is deep by running all programs of
length at most |P | for the time that P takes to generate s
to see if any of them can produce s in less time, but this is
impractical (indeed, so might be running P itself).

Using logical depth as a proxy for the value of an object
raises a number of concerns, not the least of which is that
it does not constrain the object to be properly a member of
the class it needs to belong to; the text of a book might be
logically deep, but if it is a brilliant mathematical text writ-
ten in German, it is still not a high-quality English novel.
Part of our goal with this paper is to consider this question
of constraints—if suitably constrained by precedent, genre
and custom, can logical depth serve as a proxy for value? A
logically-deep legal code summarizes a large collection of
cases in a very tight package, and the added information and
computation needed to resolve dilemmas can be small; by
contrast, an arbitrary legal code will either be trivial because
it is simple, or trivial because it is random.

Conditional Kolmogorov complexity as novelty
Kolmogorov complexity also offers the possibility of identi-
fying whether a new creative product is truly novel: an ob-
ject is novel if knowing other members of its class offers
little information about the new object. To make this for-
mal, the conditional Kolmogorov complexity of s given t,
K(s|t), is the minimum length of a program which, when
given t on its input tape, generates s on its output tape and
halts. If s = t, the program just copies its input tape to
its output tape, so the program is of constant length; if s
and t are unrelated, then the program just ignores t, and
K(s|t) = K(s). A simple generalization allows the iden-
tification of K(s|T ), where T is a set of objects. Of course,
conditional Kolmogorov complexity is just as uncomputable
as ordinary Kolmogorov complexity.

Given a collection of objects T = {t1, . . . , tn}, Mondol
and Brown argue that if K(s) ≈ K(s|T ), then s is novel
with respect to T : the items in T do not help in describing
s. Of course, this idea of novelty will be represented as a
spectrum; for example, in practice, any English text will help
to some degree in compressing any other English text, even
if they are not from the same genre at all. Ens and Pasquier
(2018) and Takamoto et al. (2016), among other authors,
have used this measure to cluster items and identify their
style, using general compressors to approximate conditional
and absolute Kolmogorov complexity.

Models as typicality
One could use the opposite of novelty to model typicality,
but Mondol and Brown instead use the concept of a model:
given a set T = {t1, . . . , tn} of objects, we can build a
program PT , which, when run on given inputs {r1, . . . , rn}
generates the items of T , with PT (ri) = ti for all i. This is
called a model of T . Models are a restricted class of Turing
machines; one variety of restrictions requires T to be a com-
putable set and PT to be a Turing machine that halts on all
inputs.

If the model is a good one, then for all i, |P | + |ri| ≈
K(ti), and the members of T are considered typical for P .
A new object s is also a typical member of the class if there
exists a good model Q of T ∪ {s} such that |P | ≈ |Q|;
that is, learning about the existence of s does not make us
have to do much more to accommodate it. A simple exam-
ple of this phenomenon is that the program PRINT(), which
on input r prints r, is a good model for random strings,
but a highly repetitive string s would not be “typical” for
that class, as PRINT() is a bad model for such strings, since
K(s) ≪ |s| + c. In algorithmic information theory, this
framing may also give a probability distribution over mem-
bers of the class of outputs of P (Li and Vitányi 2019), and
can be used to model properties of the overall class, assum-
ing one has a good model.

Domain-agnostic vs. domain-specific aesthetic
The complexity-theoretic aesthetic measures proposed by
Mondol and Brown are domain-agnostic. That is, they are
concerned with abstract notions of complexity that are inde-
pendent of the domain to which they are applied, and thus



they can in principle be applied to any domain—one can
imagine encoding a joke, a recipe, a piece of music, a math-
ematical theorem, a drug design or a legal code as a string
and then using logical depth as an abstract measure of its
value. However, as elegant as this is, it clearly does not cap-
ture everything there is say about value, when it comes to
jokes, recipes, music, theorems, drug design and legal codes.
In particular, it does not consider domain-specific notions of
aesthetic, which do not generalize across domains—jokes
should be funny, recipes delicious, music catchy, theorems
influential, drug designs effective and legal codes fair.

While there may be general debate about whether creativ-
ity is itself domain-agnostic or domain-specific, we argue
that it is both, at least as far as aesthetics is concerned.2
This means that it is critical to determine how to integrate
the domain-agnostic with the domain-specific for a unified
theory of aesthetic—how do we ground abstract notions of
complexity in a specific domain? Specifically here, how do
we do so in the context of ethical decision making? One way
to think about this is that the domain-specific aesthetics nat-
urally constrain the space of possibilities (it may not be ac-
ceptable to choose murder as a conflict resolution, no matter
how sophisticated the argument supporting it); within that
constrained space, domain-agnostic aesthetics can be used
to drive the search. Another paradigm may be that of multi-
objective optimization, in which an agent attempts to sat-
isfy (or satisfice) both the domain-agnostic and the domain-
specific aesthetic measures.

Complexity-theoretic-based aesthetic in ethics

There are significant challenges with using the Mondol and
Brown framework for identifying the quality of a creative
artifact. First, and perhaps most distressingly, all measures
used in their paper are uncomputable. Moreover, while their
novelty metrics are largely just based on conditional Kol-
mogorov complexity between an object and others from an
inspiring set, and can at least be estimated using standard
compression algorithms like Lempel-Ziv (Ens and Pasquier
2018), the measures they identify for estimating the value of
an object s largely relate to the internal complexity of that
object; the only evidence of logical depth or sophistication
is the creation of a slow short program whose output is s or
a large model that generates s (as well as other objects) as a
typical output.

As such, using computational complexity in any aesthetic
scenario presents serious difficulties. However, this key
challenge, ironically, is one of the strongest arguments in
favour of the approach in the ethical domain: it recovers a
fallacy often found in real human reasoning.

2We hypothesize that this principle applies to creative process
as well. That is, we hypothesize that there exists an abstract “core”
creativity algorithm that is domain-agnostic and that can be spe-
cialized in domain-specific ways, rather like the notion of inheri-
tance in object-oriented programming. However, we do not present
arguments supporting that position here.

Charlatans and seemingly random decisions

A real annoyance, both in the real world and in computa-
tional artifacts, is claims that an object is serious and signif-
icant, when in fact it is arbitrary or random or trivial. This
“The Emperor Has No Clothes” phenomenon is a serious
risk of Mondol and Brown’s formulation of value as sophis-
tication or logical depth. For example, if P is a short pro-
gram that first churns for 2|P | useless steps, and then runs a
very fast, very short, program P ′ whose output is a string x,
then x will appear to be of high logical depth if we do not
know about the program P ′. Because in general it is impos-
sible to know about the effects of a program without running
it, programs of this sort are undetectable; indeed, as with the
classic parable of the pot roast (in which a cook cuts off the
ends of a beef roast before baking it for no reason other than
that their parent did the same thing for a pan too small to
hold a full roast) (Brunvand 1990), useless work might well
be done by a contemporary reasoner because it arose in a
benign former context and has never been discarded.

In our ethics framework, when the Emperor has no
clothes, one of the objects under study for its aesthetic sig-
nificance is assessed as having high logical depth or sophis-
tication, by virtue of the long amount of research, study and
preparation that has gone into its creation. But if that time
has been wasted (by building circular logic, or by producing
endless rehashing of the same case, for example, or by sim-
ply running a slow algorithm when a fast one might exist),
the legal code C, or the decision outcome (O, J) may appear
to be deep while not in fact being deep. (We note that de-
tecting this scenario is difficult. For example, imagine if our
standard for whether a string is logically deep or not is con-
nected to polynomial runtimes. Then, if P = NP, there exists
a fast compression algorithm for the binary string sn that in-
dexes graphs in a natural order G1, G2, . . . , Gn and has a 1
in position i iff graph Gi is Hamiltonian, which means that
sn is not logically deep; however, if P ̸= NP, then no such
fast compression algorithm exists, and sn is logically deep.)

A different version of this problem occurs when the ob-
ject under study was developed by a deliberately misleading
agent. Here, the legal code C appears to be logically deep or
of high sophistication: for example, we might even be able
to run the short, slow program and create C with it. Such
a program may still engage in some useless reasoning along
the way of forming C, inserted by a charlatan who wants to
make the code appear more serious than it actually is. Un-
fortunately, since in general it is hard (or uncomputable) to
examine code for shorter or more efficient equivalents, it is
also likely difficult to detect whether we have been deceived
by a system that appears more complex than it actually is.

A similar problem arises when an extraordinary amount
of detailed effort goes into planning how a system will re-
spond to improbable scenarios. The object is legitimately
logically deep and offers detailed guidance for how to han-
dle the rare situation, summarizing challenging reasoning
in a short package. Unfortunately, despite this potentially
significant piece of work having been done, the author has
hung it on a useless hanger. This situation is perhaps anal-
ogous to theological reasoning about the number of angels



that can dance on the head of a pin—if this never observably
happens, the system of reasoning is, in the domain-agnostic
sense of Kolmogorov complexity, beautiful, yet useless.

Elegant is different than good
In addition to the concerns about seemingly random deci-
sions, nothing stops an ethical system from being funda-
mentally monstrous except for external constraints pushing
the decisions of that ethical system away from those terri-
ble outcomes. In the previous subsection, we considered the
case where a system appears sophisticated or logically deep,
but is in fact not. However, one can also deploy algorithmic-
information theoretic ethics in ways that are logically deep,
but where the logical depth yields unhelpful results. For
example, imagine a procedure P designed to decide cases
about slavery, and outcomes of disputes involving enslaved
people. If P is trained on a collection of cases and laws
that start out with the presumption that slavery is valid, it
might develop into a highly compressed program that en-
capsulates those cases and laws in an efficient framework.
It might even use sophisticated reasoning to assert that one
set of slaves should be freed and another subject to further
bondage, generalizing from data about their cases and about
existing similar cases. As such, P could appear to be typical
and of high quality.

Further, P might not be like existing ethical systems in
how it works, indicating that it is also of high novelty, in
that knowing P does not given much help in building other
pre-existing legal interpretation systems. However, none
of these metrics—novelty, value, or typicality—pushes P
to question the overarching unacceptability of the frame in
which it operates. That is, P may be able to simplify, cod-
ify, and regularize the cases it decides, but if it starts with
the requirement that it maintain the status quo, it may sim-
ply build a better evil system. It is unsurprising that this
danger exists—it exists precisely due to the dichotomy of
domain-agnostic vs. domain-specific notions of aesthetic.

Small changes with big differences
Another unexpected problem with the domain-agnostic
measures of value and novelty is that they can push the sys-
tem to make tiny changes to its texts that may have dramatic
overall impacts. For example, suppose that C is a crimi-
nal code that identifies the sentences for violating various
laws; for simplicity, suppose that C1 is a function that maps
a crime c to days in jail C1(c). The code C1 is essentially
equivalent in complexity to another code C2 that assigns the
same number of weeks in jail to c as C1 assigns days. (That
is, C2(c) = 7C1(c) for all c.) Yet these are fundamentally
different. Similarly, and more alarmingly, imagine that C1

is a civil code that describes how to identify which party
legally owns a piece of property under dispute between two
parties. If C2 is a new civil code that results in exactly the
reverse outcomes to that of C1, then both C1 and C2 are es-
sentially equal in all measures of complexity, just as a pho-
tograph and its inverse are.

The only way to avoid this problem is via precedent—we
must prime the pump with existing case law, and only ac-
cept legal codes that are consistent with existing decisions.

But this leaves us in the position we were hoping to avoid—
novelty comes not through generalizing from existing situa-
tions, but by intentionally moving away from what is known.

Not all bad news
This litany of negative news about Kolmogorov complexity-
based aesthetic might suggest that the whole endeavour is
hopeless, but that is not the case. The fundamental idea still
appears sound: a short legal code, or a simple, fast ethical
system, which summarizes a large amount of case law in a
small, efficiently-presented package, and which allows for
the fast resolution of simple cases and a complex reasoning
process in difficult cases, is exactly what is needed.

To be more specific, consider a legal question (C,C ′, D).
If D is easily resolved, it should be the case that
K((O, J)|(C,C ′, D)) should be small—that is, it should be
possible to efficiently fill in the details of a proper judgment
given the legal code and commentary, with very little extra
information. Creating this extra information is, ultimately,
the task of the judge, and the key observation is that if D
is a typical case for (C,C ′), this work of finding a good
resolution for it should be efficient. By contrast, if D is an
odd edge case, then the judge must perform substantial com-
putation, creating much new information, in computing the
outcome (O, J) of the dispute.

Fundamentally, then, an aesthetically appealing ethical
system, particularly in our second frame, consists of a con-
cise representation of complex ethical principles with an
algorithm for quickly mapping them onto resolutions for
dilemmas that commonly arise. Further, novelty search
should enable the discovery of both algorithms and prin-
ciples that, while they encapsulate similar information to
those pre-existing, nonetheless use different methods; that
is, knowing about existing algorithms should offer minimal
capacity to predict a new approach.

Building an ethical system
As in Ventura and Gates, now comes the rub: how do we
develop a system whose output is novel, valuable, consis-
tent, transparent, and non-trivial? In no small part because of
the challenges described in the previous section, we largely
leave this question for future work and analysis.

As one possible avenue of exploration, as briefly sug-
gested by Ventura and Gates, it may be possible to perform
large-scale statistical simulations involving agents making
decisions using the ethical system under scrutiny. Serendip-
itously, this is possible exactly because the agents are com-
putational rather than human, and, interestingly, this empir-
ical approach could apply to estimating both the domain-
agnostic, information-theoretic aspects of aesthetic as well
as the domain-specific, ethics-based aspects. For the for-
mer, one may be able to use statistical simulations to esti-
mate information-theoretic measures similar to how Soler-
Toscano et al. empirically estimate the algorithmic prob-
ability of short strings (2014). For the latter, such simu-
lations may be used to estimate the likelihood of various
individual outcomes, to perform differential analysis, or to
model large-scale social outcomes, facilitating a compre-



hensive/empirical description of the system in terms of its
effects.

For example, considering the case of real-time ethical
decision making, we might construct a simulation of self-
driving vehicles encountering ethically challenging scenar-
ios. 3 Driving agents could be equipped with varying ethics
systems and large-scale simulations could result in statistical
measures of global or local utility (e.g., to estimate fairness).
Or, agent behavior patterns could be analyzed for complex-
ity as in (Zenil, Marshall, and Tegnér 2015) (e.g., to estimate
logical depth).

For the case of making legal decisions, many of the same
kinds of ideas might be applied. For example, a system for
drafting traffic laws might hypothesize a traffic code and
then perform simulations of varying traffic scenarios gov-
erned by that code to verify its generality, its clarity or its
fairness statistically. Or, perhaps the complexity of the sim-
ulation may act as a proxy for the complexity of the code, in
the information-theoretic sense.

The the main difference between the two scenarios is the
perspective from which simulations are being run and who is
making use of them for what: in the first case, if we are using
simulations to evaluate something about the ethical system,
it is because we are designing the system and wonder about
its utility for the agent; in the second case, the agent itself is
constructing the ethical system and is using the simulations
as a part of its creative process.

Aesthetics of creating ethical systems
We have identified the creation of ethical systems as a fun-
damentally creative task, and considered the aesthetics of
this task under two quite different formulations: building
fast algorithms that find solutions to ethical dilemmas (as
well as explanations for those solutions), and building slow
algorithms that reason using law codes to find the correct an-
swer to a serious case, and offer detailed reasoning to justify
their decisions. We have suggested that aesthetic judgments
appear at multiple steps in this process, and in particular,
that good design of legal codes can enable efficient decision
making and more transparent reasoning.

We also briefly discussed the actual process of searching
for such ethical principles. A key issue is that they must
not be assessed solely on the basis of novelty, typicality
and value as measured by (domain-agnostic) complexity, but
(domain specific) characteristics such as fairness and real-
world suitability must also be considered; failing to account
for the latter creates the possibility of developing ostensi-
bly beautiful philosophical models that are monstrous in the
real world. While complexity-theoretic-based aesthetics can
play a role in the development of ethical systems, these sys-
tems must still generalize from the decisions of extant judg-
ment systems and case law, and they must display straight-
forward properties (such as consistency, explainability and
generalizability) that are found in real-world systems.

Interestingly, this multiple-step process of looking for eth-
ical answers, and then looking for ethical systems, suggests

3For example, something like this: https://www.
moralmachine.net

that we could also go out one further level, to the aesthetic
analysis of the procedure with which we search for ethical
systems. That is, we can have an aesthetics of ethical deci-
sions and an aesthetics of ethical systems, but we can also
assess the aesthetic value of the process of building systems
that build ethical systems. Much as with the existing dilem-
mas of this paper, incorporating novelty, value, typicality
and feasibility into such an assessment will likely not be an
easy task.

Conclusions
In this work, we have looked at the question of ethical deci-
sion making and the design of ethical frameworks, to see if
computational creativity offers different advice for this pro-
cess than do other existing frameworks. We used the frame
of Ventura and Gates, who first proposed this aesthetic un-
derstanding of the process of finding good ethical principles,
and combined it with the domain-agnostic aesthetic value
measures of Mondol and Brown, which focus on conditional
computational complexity and efficiency of summarization
as measures of novelty and value. We argue that we might
use such an approach to aesthetics on both the process of
making ethical decisions and the process of designing eth-
ical systems, but in practice the challenges with comput-
ing these measures, and the potential that a decision maker
might build something ostensibly aesthetically beautiful, but
in practice monstrous, still remain. Putting this whole ap-
proach into practice will require much further work.

We note, finally, that while our motivation for consider-
ing these questions has been the question of developing eth-
ical systems and the computational creativity of this ques-
tion, there is ultimately nothing fundamentally ethics-based
about many of our arguments; the same types of arguments
likely hold for developing computationally creative systems
that parent children or train pets, that make theological ar-
guments, or that otherwise generalize reasoning from a large
case set, or make quick decisions. We look forward to both
generalizing these results and finding ways to make them
more practical.
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