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Abstract

In the field of computational creativity, machine learn-
ing is becoming a popular choice for modeling (domain-
or task-specific) expertise. Unfortunately, such model-
ing is often very expensive when performed on the nat-
uralistic representation of a task, which can be informa-
tion sparse and thus ineffective for creative reasoning
over the domain/task. We propose task distillation as
a mechanism for re-representation of machine learning
tasks as small datasets that contain all the information
needed to gain expertise in the task, resulting in two
key outcomes: the ability to efficiently teach acquired
expertise and an explicit “cognitive” artifact that can be
used for task understanding, potentially facilitating cre-
ative discovery. We demonstrate task distillation on two
reinforcement learning problems: cart-pole and Atari
Centipede, reducing them to single-batch datasets that
can be learned by new agents in a single learning step
and argue this re-representation therefore demonstrates
the “essence” of the task/domain.

Introduction

The representation of a task determines how we perceive and
interact with the task. Roman numerals, while fully capable
of representing numbers, make multiplication and division
difficult; while Indo-Arabic numerals make simple opera-
tions more intuitive. The decimal system’s spread from India
was vital to Al Khwarizmi’s development of intuitive algo-
rithms and algebra. Fibonacci’s use of the system was vital
for his own creative advances to mathematics, and led the
way for Newton and Leibniz to develop calculus (Dasgupta,
Papadimitriou, and Vazirani 2006). Good representations of
a task are required for productive creative output, and good
representations are not always natural or obvious. Thus, re-
representation is often a key step in the creative process.
Re-representation is also a vital part of teaching. Al-
Khwarizmi explained algebra through complex geometric
word problems, yet the modern representation of algebra as
alphanumeric equations is simple enough to teach children.
We present task distillation as a computational model of
re-representation designed for teaching. This generalization
of dataset distillation (Wang et al. 2018) involves trans-
forming a given learning task into a smaller, more quickly
learned synthetic task that can be used to train a model

such that the model’s performance approximates the perfor-
mance of a model trained directly on the original task. The
synthetic task is a highly compressed representation that is
more information-dense than the original task’s representa-
tion. Most machine learning tasks rely on naturalistic data
representations that sample from some real-world data dis-
tribution, while the synthetic task is free from naturalistic
constraints and can be significantly reduced in size. To pro-
vide a concrete example of task distillation, we distill rein-
forcement learning environments into single-batch synthetic
supervised learning datasets that can be learned in a single
step of stochastic gradient descent (SGD). We show that the
task distillation meta-learning process creates a new repre-
sentation, the synthetic task, capable of being used to teach
the task to a variety of learners. We do not claim that learn-
ers shown in our simple examples develop creative solu-
tions during this process, but we argue that they do gain the
task-specific expertise that is a precursor to potential creativ-
ity. In addition, this new representation is a compact cogni-
tive artifact that can aid in understanding the original task.
This small, information-dense representation may be easier
to manipulate than the original representation in searching
for creative solutions.

Re-Representation

Re-representation is a process by which the features of a
given task or object are transformed from their direct repre-
sentation into another form. The target representation is use-
ful if it can be manipulated into creative solutions in a more
obvious way than the original representation (Wiggins and
Sanjekdar 2019). This is related to transformational creativ-
ity in Boden’s theory of creativity: re-representation trans-
forms the creative space of the original representation, such
that more intuitive exploration for creative artifacts can be
performed (Boden 1990).

Re-representation can be a purely internal process: trans-
forming stimuli to match a representation in memory held
in the brain. This is analogous to “seeing as”, inter-
preting a novel stimulus as a familiar object, which can
be mentally manipulated (Olteteanu 2015). However, re-
representation can be realized externally, by manipulating
physical or meta-physical objects. For example, a sculp-
tor must physically deform stone with a chisel to realize
their internally-represented vision of the sculpture. While



this final physical representation is the creative artifact, not
all re-representations must be creative artifacts; but even
re-representation-as-pure-intrinsic-mental-state might be in-
tentionally externalized as an artifact.

Such a re-representation of a task can be utilised to teach
basic competency in the task and/or to facilitate further cre-
ative problem solving; and this re-representation can be
in an entirely different domain than the task itself. The
Atari game Centipede, for example, requires no natural lan-
guage skills (Atari 1980), yet expertise in Centipede can be
taught primarily through natural language. The Video Mas-
ter’s Guide to Centipede is one such example, with over
100 pages of natural language and diagrams outlining com-
plex strategies for maximizing score. The guide provides
such teaching without a single screenshot of the actual game
(Dubren 1982). The author re-represented expertise in play-
ing Centipede into natural language, and the reader must re-
represent the language back into Centipede gameplay.

While teaching expertise can be a creative task in itself,
expertise is required for any type of creative task. Exper-
tise can be vital to intentional and efficient searches of a
creative space, but it is even more necessary in proving an
artifact is creative. While novelty and value are core de-
terminers of creativity, it is the field of the domain which
judges novelty and value. Without being able to demon-
strate expertise to the field, an otherwise creative artifact will
have no impact on the field and be forgotten (Csikszentmi-
halyi 1996). Expertise can be held by an individual or be
distributed throughout a system, but creativity cannot occur
without expertise (Reilly 2008).

Task Distillation

In task distillation, one learning task is re-represented as a
separate synthetic task that can be used to teach expertise
quicker than direct learning on the original task. This is a
generalization of dataset distillation, extended to allow for
machine learning tasks beyond supervised learning datasets
(Wang et al. 2018). In order to demonstrate task distilla-
tion, we distill the cart-pole and Atari Centipede environ-
ments into single-batch supervised datasets. We provide a
brief formal definition of task distillation, and then provide
examples of its ability to teach through re-representation.

Task distillation consists of producing a synthetic task Ty
from a target task 7p, such that T,; contains the compressed
teaching potential of Tj for a distribution of learner models.
That is, learners trained on Ty should approximate the per-
formance on an evaluation task of learners trained directly
on 7Ty. In addition, the distilled task should be a compressed
representation of the original task: |Ty| < |Tp|. Thus, Ty
can be used instead of T} for training to reduce training costs
without a significant drop in performance.

Task distillation is not limited to simply compressing a
task into a denser representation of the knowledge required
to teach. Rather, it can be used to transform a learning task
into a different modality. We demonstrate one form of trans-
modal task distillation by distilling reinforcement learning
(RL) environments into synthetic supervised learning (SL)
datasets. As a consequence of re-representing an RL en-
vironment as an SL dataset, new learners will not need to

explore an environment to learn the task once the distilled
dataset is created. In our examples, the learners can achieve
expertise on the original task by training on the distilled
dataset in a single step of stochastic gradient descent with
mean squared error loss—significantly cheaper than the re-
inforcement learning process it replaces.

Methods

We provide experiments that distill two environments: cart-
pole and Atari Centipede. First, we informally describe
our algorithm for generalized task distillation, though other
dataset distillation algorithms could also be generalized to
this end. Second, we provide implementation details used in
our experiments.

Our method for task distillation is based on the meta-
learning method for dataset distillation (Wang et al. 2018).
This method utilizes a nested loop: the inner loop trains a
new learner on the distilled task, and the outer loop uses the
trained learners’ performance on the real task to update the
distiller to teach the learners to better perform on the task.
We provide a diagram (Figure 1) to show the meta-learning
process for distilling an arbitrary task into a synthetic task.
A formalization of the algorithms for task distillation and
RL-to-SL distillation is beyond the scope of this work.

In each experiment, we distill a reinforcement learning
environment for a set of learners with the same architecture.
We utilize proximal policy optimization (PPO) as the outer
loss function, and include an auxiliary critic network that is
optimized alongside the distiller on the PPO loss. The critic
is required for calculating PPO policy loss and is discarded
when training is completed (Schulman et al. 2017). The
architectures and hyperparameters are standard for direct-
learning PPO on cart-pole and Atari, respectively. !

We create our distiller by parameterizing a randomly-
initialized dataset of the dimensions we want for our final
dataset. Each instance must match the dimensions of the tar-
get environment’s state space in order to fit in the learner net-
works. The number of instances in the final distilled dataset
is a hyperparameter and can only be optimized through ex-
perimentation. The synthetic data instances are updated di-
rectly by the optimization algorithm. Soft labels are used
and optimized (Sucholutsky and Schonlau 2021b), being
represented as a vector matching the size of the environ-
ment’s action space. Other formulations are possible, such
as the generative teaching network (GTN). This formulation
involves training a generator network to produce the distilled
data, allowing for more than one dataset to be produced. The
GTN is capable of distilling cart-pole (Such et al. 2020);
however, training the distilled set directly appears to be more
effective, especially for Atari environments. In addition, we
preferred a single high-quality re-representation, while the
GTN generates many varied re-representations.

For cart-pole, distillation success was determined by

!See the following blog for standard PPO implementation de-
tails: https://iclr-blog-track.github.io/2022/
03/25/ppo-implementation-details/. We utilized all
these details except for learning rate annealing and value loss clip-
ping for both our direct RL and distillation experiments.
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Figure 1: The meta-learning process for generalized task distillation. The inner loop involves training a newly sampled learner
on the synthetic task. The trained learner is tested against the real task, and the loss is backpropagated through the inner learning
process back into the distiller. This repeats until the distiller converges, which can be seen by the learners’ average performance.

whether the distilled data could teach randomly sampled
models from the learner set to fully solve the task (defined
somewhat arbitrarily as attaining a reward of 500). For Cen-
tipede, which does not have a “solved” state (but rather is a
more open-ended problem of score maximization), we com-
pare the average reward reached by distiller-trained models
to the reward reached by a PPO agent. This is reasonable
because distillation’s meta-learning relies on the same loss
function as direct learning and thus has the same limitations.

Cart-pole Distillation

As a standard toy problem for reinforcement learning, cart-
pole demonstrates the advantages of distillation and shows
how distillation re-represents the entire environment as a
small dataset that can be used to understand the cart-pole
task. The cart-pole problem is a simple classical control
problem based on a physical system. A cart is connected
to a pole by a hinge. The pole begins nearly perfectly up-
right. The agent must move the cart either left or right each
timestep to attempt to keep the pole balanced atop the cart.
If the pole rotates past a certain threshold in either direction,
or if the cart moves past a threshold, the simulation ends.
The goal is to balance the pole as long as possible, up to a
maximum of 500 timesteps.

This task is easily solved by deep reinforcement learning.
We distill this problem into a single-batch representation for
supervised learning using randomly initialized agents with
the same architecture. The resulting distillation set can be
used to train all models sampled from the learning set to
balance the pole up to the time limit, solving cart-pole.

It took approximately 3.5 times the number of cart-pole
episodes for the distillation to converge compared to direct

RL learning. With the increased overhead of meta-learning,
distillation was approximately 6 times slower. However, the
end result of distillation is a single 2-instance dataset that
can teach the cart-pole task in one SGD step (see Figure
2 for a visualization). Thus, distillation can be a cheaper
alternative to sequentially training 6 or more RL agents. In
addition, the distilled dataset is an artifact that can be used
to more easily interpret the original task, simplifying cart-
pole’s infinite state space into two key examples.

We have experimented with a variety of distilled dataset
sizes and have determined that all dataset sizes, above a cer-
tain threshold, are capable of being used to solve the prob-
lem. The minimum sized teaching set is most interesting, as
it is the densest learning representation possible using dis-
tillation. Interestingly, this also appears to be more human-
interpretable, providing an explainability artifact that shows
the “essence” the task. As shown in Figure 2, cart-pole’s
continuous state space is distilled into two discrete exam-
ples that completely characterize the task: showing the pole
leaning left in one and right in the other. Neither the state
transition function nor the reward function are directly mod-
eled; instead, the action labels clearly demonstrate that to
maximize reward the cart must simply be moved in the di-
rection the pole is leaning. While this does not explain the
whole model of the system’s physics, it shows how to move
the cart to balance the pole, which is all that is needed to
solve the task. In addition to its explainability potential,
the 2-example distilled dataset is also the cheapest learning
representation, though negligibly so compared to other one-
batch distilled datasets.

For cart-pole, this minimum teaching dataset contains
only two instances. This is the theoretical limit for environ-
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Figure 2: The minimum-sized distilled teaching set for the
cart-pole environment. Training on this set for a single step
of SGD can teach the cart-pole task to any member of the
learner set. The state vectors are shown numerically and
visually. The action labels are provided as raw values as well
as a softmaxed policy for the provided state. Note that the
state is not a valid cart-pole state: the environment would
have ended after the pole reached # = 40.2095, and the
simulator does not work for values beyond § = £0.418.
This demonstrates that the distilled instances are not copies
of data seen during distillation training; they are synthesized.

ments with only two actions that are required for solving the
problem; the teaching set must provide a distinction between
when to use these two actions (Sucholutsky and Schonlau
2021a). Notice that in the continuous state space of cart-
pole, there are virtually infinite possible states, restricted
only by the computer’s precision. However, as we can see in
Figure 2, the strategy for cart-pole can be described in two
states: the cart should move left with a left-leaning pole,
and right with a right-leaning pole. While this simple strat-
egy does not address edge-cases, such as when the cart is
near the edge of the screen, it is still sufficient to solve the
problem.

Centipede Distillation

The Atari 2600 environments represent a significant increase
in difficulty from cart-pole by greatly increasing the state
space dimensionality, the action space, and the complexity
of strategies required to perform well on the environment.
We demonstrate that complex reinforcement learning envi-
ronments can be distilled by successfully distilling a teach-
ing dataset of only 10 instances, which can be used to train
the learners to perform well on Centipede. This is the theo-
retical minimum sized dataset required to teach Centipede;
given we are using soft-label vectors and Centipede has 18
distinct actions (Sucholutsky and Schonlau 2021a).

Unlike cart-pole, there is no well-defined solution to Cen-
tipede: a player’s goal is to maximize score. Reaching the
theoretical maximum score is well beyond the capabilities
of small reinforcement learning agents, given our resources.
Therefore, we judge distillation success by comparing an in-
dividual’s cumulative reward on Centipede after training on
the distilled task versus training on Centipede directly.

Direct learning on Centipede yields an average reward of
9167 points after approximately 1,000 epochs of training.
Distillation yields an average reward of 8083 points on Cen-
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Figure 3: Time costs for training Centipede agents using
distillation versus direct task learning. While training the
distiller is costly, distillation training time increases negli-
gibly (by 0.18 seconds) as the number of agents trained in-
creases. Direct learning is significantly cheaper for a single
agent but must be repeated in full for each additional agent;
when training more than 9 agents, distillation is cheaper. As
the number of agents trained increases, distillation becomes
more cost-effective compared to direct learning.

tipede after approximately 8, 000 epochs of training, reach-
ing 88% of the reward in 8 times the number of optimization
steps. The drop in average reward is expected: we are com-
pressing knowledge gained from testing against Centipede;
it is unlikely that a distillation of a task can be used to teach
a learner to perform at a higher level than can the original
task itself. However, the learners still perform well above
random, and the best-performing learner trained on that dis-
tilled data achieved a score of 36, 978—well above the hu-
man average of 11,963 (Mnih et al. 2015).

The cost increase is also expected: distillation pays much
of the learning cost up-front. Each epoch of direct RL train-
ing on Centipede using our resources took on average 3.25
seconds, compared to an average of 3.73 seconds per epoch
for distillation. While the distillation process takes approx-
imately 9.18 times as long as direct RL training (8,000
epochs x 3.73 seconds/epoch vs 1,000 epochs x 3.25 sec-
onds/epochs), the benefits of training on the distilled set is
clear. Training on the distilled data is significantly cheaper
than the full direct RL training. It takes on average 0.18
seconds to train a model on the distilled data, 18,000 times
faster than RL training. This speedup is due to distillation
removing the requirement to interact with the environment,
as well as the amount of data trained on: 10 instances for
training on the distilled data versus 8,000,000 instances for
training on the environment. Using our resources, it is more
time-effective to utilize distillation rather than directly learn-
ing on Centipede if one is training more than 9 models. See
Figure 3 for the training time costs of distillation and direct



learning on Centipede as a function of number of learners
trained.

Similar to the distilled cart-pole instances, the distilled
Centipede instances represent invalid states. Their values
go beyond the range of valid pixel values and cannot be ac-
curately represented as images. However, despite not being
intuitive representations that resemble real Centipede states,
these representations are capable of teaching the learners.
While this representation is not as easily interpretable as the
cart-pole distillation, it re-represents the task to efficiently
impart expertise to the learners. Even so, the dataset pro-
vides another artifact that can be examined alongside the en-
vironment and the agents to more fully explain the learning
process on the environment and potentially lead to creative
behavior invention.

Discussion

Our experiments demonstrate the re-representation of the
cart-pole and Centipede learning tasks as compressed repre-
sentations that teach through a different learning mode. The
re-representations do not contain all information about the
original environments: there is no indication of the range of
states, the state-transition function, or the reward function.
Rather, only pertinent learning information is stored.

While the systems described in this work are not creative,
the systems contain the expertise which is a necessary pre-
requisite for creativity (Reilly 2008). The expertise, gained
through many iterations of learner training and testing, is
aggregated within the distilled task. Upon learning, the ex-
pertise is imparted to a learner which can perform the tar-
geted task. If one needed expertise in a creative system, a
pre-distilled set is a much quicker alternative to gaining ex-
pertise by learning on the whole task. With a dataset distilled
from a reinforcement learning environment, a model can be
trained in seconds rather than hours of exploration. The re-
sources required to explore the environment’s state space to
gain expertise can instead be used toward exploring a cre-
ative space. In addition, this re-representation provides an-
other way to understand the environment, one which could
be manipulated to allow for the invention of creative and in-
teresting strategies in the environment.

For example, consider a simple creative system that uti-
lizes distillation to create a cart-pole agent capable of per-
forming tricks, which could be used in a novel balancing
routine. Without distillation, this might be done by provid-
ing a variable reward function, which is changed to reinforce
policies that lead to interesting and novel behavior, as judged
by a separate evaluation function. The space of reward func-
tions can then be searched to find reward functions that result
in producing creative behaviors (as judged by the evaluation
function). However, without distillation, each point in re-
ward function space can only be tested by a full session of
(expensive) reinforcement learning. Distillation can be used
instead—the search can be performed directly on the dis-
tilled training set’s parameter space. Testing a point in this
re-represented space can be performed more efficiently than
using RL: one inexpensive SGD step and one episode of per-
formance on cart-pole to demonstrate the learned behavior
and receive a score from the evaluator model.

A search for creative and interesting strategies in Cen-
tipede can benefit from distillation in much the same way as
cart-pole. Searching through the smaller distillation space,
compared to the parameter space of a complex reward func-
tion, as well as cheaper training for evaluation, would pro-
vide a significant speedup to the creative search. The time
saved evaluating each point could then be put toward search-
ing more points in the space, allowing for a more thorough
examination of the creative space, and potentially finding a
superior creative artifact than could be found using the same
resources without distillation.
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