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Abstract

A requirements analysis step plays a significant role on the
development of information systems, and in this step we
produce various kinds of abstract models of the systems
(called requirements models) according to the adopted
development processes, e.g. class diagrams in the case
of adopting object-oriented development. However, con-
structing these models of sufficient quality requires high-
est intellectual tasks and skills of human requirements an-
alysts. In this paper, we develop a computerized tool to ex-
tract from a set of Japanese text documents conceptual in-
formation, called conceptual graph, which can be used as
intermediate representation to generate software require-
ments models. More concretely, by applying the variation
of text-mining techniques that we have developed, we ex-
tract significant words from text documents referring to
the same problem domain and identify relevant relation-
ships among them. The extracted words can be consid-
ered as concepts and they are constituents of a conceptual
graph in the domain. This constructed graph can be used
for generating requirements models, e.g. object oriented
models, feature model, and even as a domain ontology that
can be utilized during requirements analysis activities. We
have made experimental analyses of our tool. This paper
also includes the discussion on how the extracted concep-
tual graph can act as an object-oriented model, a feature
model and a domain ontology, in order to show its wide
applicability.

Keywords: Conceptual Graph, Requirements Modeling,
Text mining, NL processing

1 Introduction

Since a requirements analysis step is the first one in in-
formation systems development processes, the quality of
the artifacts that are produced in this step greatly affects
on the quality of a final artifact, i.e. an information sys-
tem. If we constructed an artifact of lower quality in this
step, for example an incomplete and/or inconsistent one,
we might re-do our activities after completing the final ar-
tifact and as a result we might spend much effort and the
development cost might exceed an estimated budget.

In this requirement analysis step, we produce abstract
models of the information system according to the adopted
development process style. For example, when we use
object-oriented (OO) development process, we produce
a class diagram as an object-oriented model. If we de-
velop a product belonging to a certain family and adopt
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Feature-Oriented Analysis technique, we should produce
a feature oriented model. Thus we can produce various
kinds of model in a requirements analysis step according
to the adopted development process. We call these mod-
els, i.e. abstract models of the system that produced in
a requirements analysis step, requirements models. We
should construct a requirements model of high quality as
early as possible to reduce development costs and efforts.
However, human engineers are required to perform highly
intellectual and complicated activities and to have distin-
guished skills in order to construct a requirements model
of high quality. In addition, they should be experts to var-
ious modeling techniques that can be adopted. A current
status is that a limited number of domain experts are in-
volved in requirements modeling in their domains, spend-
ing their large efforts. We need some supporting tech-
niques to assist human engineers in constructing various
types of requirements models of higher quality with less
effort.

On the other hand, it is a rare case that we construct
a requirements model whose domain is quite new and
does not appear before. If we had reusable assets help-
ful for requirements modeling, we could get the model
efficiently. However, we have not accumulated sufficient
reusable assets of requirements models in a certain domain
yet. Rather, we can get many text documents referring to
the domain, including the electronic texts lying over In-
ternet. In fact, the experts to modeling frequently use the
documents regarding to the topics relevant to the problem
domain so as to get important information. Thus, it can
be considered as a promising support technique to extract
from the documents information necessary for require-
ments modeling. These documents are written in natural
language, and the constituents that a requirements model
should have, e.g. concepts and their relationships appear
in the documents as words and their co-occurrences in a
suitable abstraction level, because of the abstractness of
natural language descriptions. The words that commonly
appear in the documents of a domain, except for general
words such as be-verbs, prepositions, particle, etc., can be
considered as the representation of significant concepts in
the domain. In addition, the usages of theses words such
as co-occurrence and modification relationships suggest
the relationships between the concepts that the words de-
note. Thus we focus on the extraction of these words and
relationships from the documents.

To generate various kind of requirements model, we
extract an intermediate representation from a set of text
documents by using the combination of natural-language
(NL) processing and text-mining techniques so that it can
be (semi-)automatically transformed into various require-
ments models. Our intermediate representation is called
conceptual graph, which includes concepts and their re-
lationships extracted from the documents. Furthermore
requirements analysts can use this graph to make up for
their lack of domain knowledge during their requirements
elicitation activities. Figure 1 shows the overview of our



Syntactic Analysis

— Concept Extraction —
> ord Extraction
(E E Relationship
= Extraction
Graph

NL Processing
including text mining

-y

Documents

Conceptual

OO0 Model

Translator | =)

Feature Model

7

| — R E—
Translator | C—) j;%
L] [ ]
L] L[]
° ® 272 Model
% Translator | C—)

as domain knowledge

Requirements » <
[Elicitation & Modeling} @

Artifacts
(Requirements Specs.)

Figure 1: Overview of Our Approach

approach. In this paper, we have developed a computer-
ized tool for extracting conceptual graphs from a set of
documents. As will be discussed in the section of Related
Work, we can find many studies to extract specific require-
ments models such as OO models from a single document.
Unlike these studies, we use a set of documents as inputs
so that we can get stable and reusable conceptual informa-
tion. It is very significant which information we should
extract from documents. Since our target is information
systems, we adopt the concepts and their relationships that
we frequently use in modeling them, e.g. Object, Func-
tion, Is-a relationship (generalization) and Has-a (aggre-
gation), etc., and construct from them a meta model of the
conceptual graphs.

The rest of this paper is organized as follows. In the
next section, we explain the basic idea and show the log-
ical structure of the conceptual graphs, i.e. meta model.
We extract from Japanese documents information based
on this meta model. Section 3 presents the process for ex-
tracting conceptual graphs and the computerized tool us-
ing NL processing and the text mining technique that we
have proposed. Since our conceptual graphs have more
specific conceptual types and relationship ones rather than
usual thesauruses, we should develop newly a text min-
ing technique. Section 4 includes experimental results on
the effectiveness of our developed tool. In section 5, we
discuss how to get software requirements models from the
constructed conceptual graph in order to show its wide ap-
plicability. In sections 6 and 7, we discuss related work
and our current conclusions together with future work, re-
spectively.

2 Meta Model of Conceptual Graphs

2.1 Requirements to a Meta Model

As mentioned in section 1, we have a variety of notations
for requirements models such as Entity Relationship Dia-
gram and UML (Class Diagram etc.), and they have dif-
ferent meta concepts for description. In the case of Class
Diagram, it has meta concepts Class, Attribute, Operation,
Association, etc. Therefore, we need to clarify the struc-
ture of conceptual graphs, i.e. a meta model of conceptual
graphs so that we can extract Classes, Attributes, Opera-
tions, Associations etc. from the conceptual graph after-
ward. Our meta model should 1) have extensive meta con-
cepts so that we can derive various requirements models,
even reusable assets such as feature model of FODA [1],
from a conceptual graph that is its instance, 2) have useful

meta concepts specific to the area of information system,
and 3) be based on the information that can be automati-
cally gathered from text documents.

2.2 Meta Model of Conceptual Models

In order to satisfy the requirements to the meta model
mentioned in section 2.1, we analyzed the existing soft-
ware requirements modeling methods, referring to UML’s
meta model [2], Method Engineering meta model [3],
Method Common Meta Model [4], etc. and have got the
meta model shown in Figure 2. Our meta model consists
of concepts and relationships among the concepts, and it
has several subclasses of “concept” class and ‘“relation-
ship”. In the figure, “object” is a subclass of a concept
class and a relationship “apply” can connect two concepts.
Concepts and relationships in Figure 2 are adopted so as
to easily represent the semantics in information systems.
Intuitively speaking, the concepts “object”, “function”,
“environment” and their subclasses are used to represent
functional aspects of the systems. On the other hand, the
concepts “constraint” and “quality” are used to represent
non-functional aspects. The concept “constraint” is useful
to represent numerical ranges, e.g., speed, distance, time
expiration, weight and so on.
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Figure 2: Meta Model of Conceptual Graphs

Figure 3 shows an example of a conceptual graph of
the problem domain of “making estimates”, an instance
of the meta model of Figure 2, which is depicted in the
form of Class Diagram, and it is a screenshot of our tool.
Note that our tool is for Japanese only and the figures of
tool screens have been produced by translating Japanese
words into English directly. A concept and its type are
depicted as Class and a stereo type respectively in the fig-
ure. Readers can find the concepts of type object, “esti-
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Figure 3: A Tool Screenshot of Relationship Extraction: An Example of a Conceptual Graph
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mate sheet”, “goods”, “tax”, etc, and “input” and “make”
of type function. There are two relationships between “es-
timate sheet” and “goods”; one is the relationship of type
“require” and another is of “has-a” !. Since an estimate
sheet should have some columns on goods, their prices
and their quantity information, we use the combination of
these two types (require and has-a) of relationships be-
tween the estimate sheet and them. The concept “input” of
type “function” is applied to “goods”, “quantity”, “prices”
etc. in order to input these data, and thus we can have the
relationships of type “apply” to them.

3 A Supporting Tool for Extracting Conceptual
Graphs

In this section, we focus on the technique to extract con-
stituents of a conceptual graph from Japanese text docu-
ments. The quality of a conceptual graph greatly depends
on the quality of used text documents. If we use a docu-
ment of lower quality, we also get a graph of lower qual-
ity. There are no formal techniques to validate the quality
of the extracted conceptual graph. We consider that the
quality of the conceptual graph can be validated by so-
cial consensus of domain experts and by its usability to
our applications. We can consider that concepts and re-
lationships commonly appearing in many documents on a
domain have established social consensus. The larger the
number of documents is, the higher the quality of the ex-
tracted graph can be, because the concepts appearing in
the many documents are widely accepted in this domain.
As for the usability to our applications, we will discuss it
in section 5.

Basically, nouns and verbs included in the documents
correspond to the object concepts and functions of Figure
2 respectively, and adjectives and adverbs modifying ob-
jects or functions represent the concepts of quality. Thus
the essential parts of our process for extracting a concep-
tual graph are 1) Word extraction for extracting from doc-

'We use the same notation as UML Class diagram to represent “has-a”, i.e.
aggregation relationship.

uments the important words that can be considered as use-
ful concepts and 2) Relationship extraction for discovering
the relationships among the extracted words, as shown in
Figure 4.
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Figure 4: Process for Extracting a Conceptual Graph

3.1 Word Extraction

After morphological analysis and dependency analysis,
we identify part-of-speech categories of the meaningful
words appearing in the documents such as noun, verb, ad-
jective etc. These steps can be performed automatically
using the natural-language processing tool called Cabocha
(dependency structure analyzer for Japanese)’>. By us-
ing part-of-speech information of words, we classify the
words into the types of the concepts shown in Figure 2
such as object, function and quality. For example, “esti-
mate sheet” is a noun and is classified into an object con-
cept. In the next step, our tool calculates various measure

2http://chasen.org/faku/software/cabocha/
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Figure 5: A Tool Screenshot of Word Extraction

parameters of the words so that we can filter out unimpor-
tant words from the classified words. The parameters that
we use are based on word frequency, i.e. the number of
times a word appears in documents, and are shown below.

Y1,---,Yn frequently co-occur with the word z in the
documents. We can define a co-occurrence vector V,
of the word z as (c¢(z,y1), -, c(x,yn)) where c(x,y;)
is the number of times in which the words x and y;
co-occur. Thus we can calculate cosine similarity (CS)
of the co-occurrence vectors of the words v and w as
Vi - V) /(Vul| - [Vw]). If the cosine similarity is suffi-
ciently higher, we can consider that the words v and w are
used in a similar way in the documents and that they have
a certain semantic relationship.

After calculating CFs and CSs, pairs of words whose
CF and CS are higher than certain thresholds are basically
selected as candidates of the relationships to be included
in a conceptual graph. Based on types of words (e.g. ob-
ject, function and quality) and dependency structures in
the sentences, the tool suggests the types of the concept

1. TF (term frequency): the number of times a word
appears in the documents.

2. TF x IDF (term frequency x inverse document fre-
quency) : the term frequency of a word weighted with
its importance degree. The importance degree results
from the number of the documents the word appears.

3. Entropy: logarithmic value of the term frequency of a
word weighted with its entropy [5]. Intuitively speak-
ing, an entropy value of the word A comes to be
lower if A appears uniformly throughout all docu-

ments. relationships. Figure 6 shows the detailed process to ex-
. tract relationships and to identify their types. Suppose that
4. C-value : the term frequency of a word weighted e focus on the words A and B, as shown in the figure.

with its length and its occurrences as a part of multi-
words. This value is for the characteristic of Japanese
texts that they frequently include many occurrences
of multi-words. A multi-word is a combination of
several words.

If A and B co-occur in a sentence and they also co-occur
with a specific word such as “require”, “contradict”, “such
as”, etc., we decide that A and B has a relationship of
types “require”, “contradict” or “is-a”, respectively. If A
is a precisely right-side substring of B, we consider the

Figure 5 shows an example of the result of word ex- relationship as “is-a”. For example, the word “new esti-

traction. As shown in the figure, the words are measured
and sorted in descending order of the measure values. A
user of the tool can select the important words denoting
concepts in a conceptual graph of a problem domain, by
checking boxes on the sorted list of the measured words.
In the example of the figure, the user has manually se-
lected the words “estimate sheet”, “customer”, “tax”, “ad-

dress”, “date” and “price”.

3.2 Relationship Extraction

After selecting the words, the user proceeds to the step of
relationship extraction. As shown in Figure 4, the tool cal-
culates the number of times a pair of words included in a
sentence in the documents, i.e. co-occurrence frequency
(CF) of two words and cosine similarity (CS) of the fre-
quency of co-occurrence vectors, in order to find the se-
mantically relevant word pairs. If the two words co-occur
frequently, we can consider the two concepts denoted by
them are semantically related to each other.

The calculation method of cosine similarity of co-
occurrence vectors is as follows. Suppose that the words

mate” (shinki-mitsumori-sho in Japanese) is an “estimate”
(mitsumori-sho), because the word mitsumori-sho appears
in shinki-mitsumori-sho as its right-side substring. If the
CF value of A and B is higher, we check the dependency
structure of the sentences where they co-occur and by their
types and their syntactic roles such as subject and object
etc., we decide the type of their relationship. For exam-
ple, suppose that the types of A and B are “object” and
“function” respectively. In addition, if A is an object in
grammatical sense and B is its verb in a sentence, the tool
suggests an “apply” relationship between A and B. “Ap-
ply” relationship between object A and function B means
that the function B is applied to the object A. CS values
are used to detect require and has-a relationships.

Figure 3 shows an example of the detected concepts
and their relationships in a class diagram-like form. The
tool users can modify the detected relationships and edit
the diagram to make it more complete and precise as a
conceptual graph.
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4 Experimental Results

To assess our tool, we made several experiments, and in
this section we discuss these experimental results.

4.1 Aims of Our Experiments

The essential aim of our experiments is to show that our
tool allows any requirements analyst, who has a skill and
domain knowledge in a certain level, to derive efficiently
conceptual graphs of high quality. For these experiments,
we had several subjects who had experiences in software
development of more than 5 years including requirements
analysis and software design. They had also actually de-
veloped software of the problem domains that we adopted
in the experiments. Thus we can consider all of them had
skills of requirements modeling and domain knowledge in
a certain level. And we set threshold values of t1, t2 and
t3 of Figure 6 to 3, 0.75 and 0.9 respectively.

We can decompose the above aim into the following
items;

1. Any analyst’ can construct conceptual graphs effi-
ciently. Basically, we observe how long it took our
subjects to complete their conceptual graphs.

2. Any analyst can get the same results, i.e. the same
conceptual graphs, if they use the same documents as
inputs to the tool. We have two subjects having the
same skills and knowledge, more concretely having
similar experiences, and make them construct con-
ceptual graphs from the same documents by using
our tool. After their constructing graphs, we com-
pare their results and check how many parts of their
constructed conceptual graphs are the same.

3In the context of this section, as mentioned above, “analysts” have sufficient
skills, experience and domain knowledge like our subjects.

Table 1: Results on Feed Readers and POS systems

[ Problem Domain | Spent Time | Concepts | Relationships |

Feed Reader 180 min. 178 270
POS System 160 min. 226 252

3. Any analyst can construct conceptual graphs of high
quality. In fact, it is difficult to measure the quality
of a conceptual graph. Thus we pay attention to the
following two points to estimate the quality of con-
ceptual graphs;

(a) how many constituents of her graph the subject
should modify so as to get to the graph at the
quality level that she could be satisfied.

(b) whether the conceptual graph that the subject
constructed could be transformed to require-
ments models and be used as domain knowl-
edge in requirements elicitation processes.

The second point is related to the application of con-
ceptual graphs and it is very significant to show that
they graph can be used for requirements analysis
tasks. This point will be discussed in the section 5.

4.2 Spent Time for Constructing Conceptual Graphs

We picked up specific problem domains and investigated
how long and how large our subjects constructed concep-
tual graphs, in order to show that they could do efficiently.
We selected the two domain Feed Reader and POS (Point
of Sales) systems. Their results are shown in Table 1. For
example, the subject of Feed Reader finally constructed
the graph having 178 concepts and 270 relationships in
180 minutes. In this experiment, we gave 17 documents



Table 2: Results on Making Estimates

[ Spent Time | Concepts | Relationships |

260 min. 218 432
180 min. 201 363

for the subject of Feed Reader and 14 documents for the
subject of POS system. The lengths of the documents that
we used were from 3 to 23 pages of A4 paper size. Al-
though their tasks included manual activities to modify
the graphs, we consider that our tool is helpful to construct
conceptual graphs of practical size within reasonable labor
time. In addition, our subjects pointed out that they could
know which parts they had to concentrate on for their un-
derstanding because our tool suggested significant words
in these domains.

4.3 Similarity of the Constructed Graphs

We had two subjects and each of them developed a con-
ceptual graph using our tool from the 8 documents refer-
ring to “making estimates” domain. The result is shown
in Table 2. Although our two subjects spent different
time (260 and 180 minutes respectively) in constructing
their conceptual graphs, the sizes of the graphs were sim-
ilar. They extracted 218 and 201 concepts respectively as
shown in the table, and 147 of them were quite the same.
Thus about 70% of the extracted concepts were commonly
included in the graphs that different persons constructed,
and we consider that any analyst can reasonably construct
a conceptual graph at a certain level.

4.4 Quality of Conceptual Graphs: Modification Ef-
forts

In the third experiment, we investigated the quality of the
constructed conceptual graphs by measuring how much
effort the subjects should modify manually the graphs that
the tool derived. We selected a domain of “a record man-
agement system in a school (for storing and managing
records of students’ scores and credits)”. We used 8 man-
uals for existing software for record management systems.
Our subject, a skilled domain expert created a conceptual
graph for “a record management system in a school” by
using our tool. As shown in Table 3, he finally got 74
concepts and 202 relationships and these can be consid-
ered as the graph of high quality, because the distinguished
expert manually modified and completed the graph. The
tool automatically extracted 68 (64 + 4) and 64 of 68 were
used without any modifications. 4 of 68 extracted con-
cepts were modified and 6 concepts were newly added
by the expert. As for the relationships, the tool automati-
cally recognized 76 + 62 relationships and 76 were used
without any modifications. From this table, our tool could
create totally more than 60% of concepts/relationships in
the graph. In almost of 62 modifications of the relation-
ships, the expert manually modified has-a and is-a rela-
tionships to require relationship, because our technique of
Figure 6 could not distinguish correctly require relation-
ship from has-a and is-a relationships. From this experi-
ment, although the tool could not necessarily extract the
conceptual relationships accurately, it could do concepts
satisfactorily. Human efforts were necessary to get more
complete relationships. However, the time spent in modi-
fying and adding concepts and their relationships was less
than 2 hours and thus in a tolerable range.

Note that the goal of this tool is not to automate
completely the creation of a precisely correct conceptual
graph, but to support human activities and produce a use-
ful graph for our application. In the application of model-
ing the requirements of an information system, it is more
important to include concepts and relationships as many

Table 3: Results on a Record Management System

Concepts Relationships
Used without any modifications 64 (86.4%) 76 (36.7%)
Modified 4 (5.4%) 62 (30.6%)
Added 6 (8.1%) 64 (31.6%)
Total number 74 (100%) 202 (100%)

as possible, in order to avoid lacking requirements. Thus
our tool tries to show many candidates of concepts and re-
lationships. By using our tool, a requirements analyst se-
lects appropriate ones out of the candidates, and replaces
their types into correct ones if their types are inappropri-
ate.

5 Applications of a Conceptual Graph

In this section, to show the wide applicability of the con-
ceptual graphs constructed using our approach, we ex-
plain how to derive an object oriented model and a fea-
ture model from an extracted graph. And we show an-
other application where the conceptual graph can be used
as domain knowledge for software requirements elicita-
tion processes. By showing the wider applicability of the
constructed graph, we can estimate its quality.

5.1 Transforming a Graph into an Object Oriented
Model

One of the most popular modeling techniques in software
engineering is object oriented modeling and we use class
diagrams to represent them. As shown in Figure 2, our
conceptual graphs are based on an object oriented model-
ing technique. Therefore, an object oriented model can be
derived from our conceptual graph straightforward. The
outline of derivation rules is as follows. For simplicity, we
call each subclass of a concept or a relationship in Figure
2 as XX-concept or Y Y-relationship. For example, we call
“function” subclass of a concept “function-concept”. An
object-concept in our conceptual graph corresponds to a
class in an object oriented model, and function-concepts
related to the object-concept with an apply-relationship
become methods of the class. Constraint-concepts related
to the object-concept become attributes of the class. Is-
a-relationships and has-a-relationships in our conceptual
graph simply correspond to inheritance and aggregation
relationships in the object oriented model.

Figure 7 shows a class diagram (an object oriented
model) derived from a conceptual graph in Figure 3 by
using the above rules. Object-concepts such as “estimate
sheet”, “goods” and “price” become classes in the class
diagram, and has-a-relationships in the conceptual graph
become aggregation relationships. An aggregation rela-
tionship between “estimate sheet” and “goods” is a typi-
cal example in Figure 7. A function-concept “input” in the
conceptual graph has apply-relationships to several object-
concepts as shown in Figure 3. Therefore, classes corre-
sponding to the object-concepts in the class diagram has a
“input” method as shown in Figure 7. For example, a class
“goods” has a method “input”.

5.2 Transforming a Graph into a Feature Model

Feature modeling was developed by Kang et al, and
reusable assets in a product line development can be rep-
resented in the model. A definition of a feature is given in
[1] as “a prominent or distinctive user-visible aspect, qual-
ity or characteristic of a software system or a system”. A
feature model has a hierarchical (normally tree) structure
among features, which are inherent concepts of a product
family, and it is normally depicted in the tree-like diagram
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called feature diagram. To specify a model of a product
in a product family, features in a feature diagram are cho-
sen in a top down manner, i.e., sub-features are chosen
after their super-feature was chosen. When a sub-feature
has a mandatory relationship to its super-feature, this sub-
feature should be chosen, i.e. the product should have this
sub-feature. There are other kinds of relationships among
features such as optional, alternative, exclusive and so on.

A conceptual graph can be derived from documents
about a product family, and concepts in the graph corre-
spond to features in a feature model. Has-a-, is-a-, apply-
and perform-relationships in the graph correspond to re-
lationships between super- and sub-feature relationships.
In the case of is-a-relationship, the derived relationship
between a super- and a sub-feature should be alternative
relationships. In addition, since the properties of a super
concept are inherited to its sub concepts in our conceptual
graph, we consider that the concepts related to the super-
concept would be also related to all of its sub concepts.

In Figure 8, we show a feature diagram derived from
the conceptual graph in Figure 3. All concepts in the graph
are transformed into features at first. Since the features
such as “make”, “tax” and “goods” have “has-a”, “is-a”
or “apply” relationships with a feature “estimate sheet”,
these features become sub-features of the feature “esti-
mate sheet”. A sub-feature “goods” is a mandatory fea-
ture of its super-feature “estimate sheet” because “goods”
has a “require” relationship to its super-feature “estimate
sheet” as well as a “has-a” relationship. Suppose that
an apply-relationship between a function-concept and an
object-concept is included in our conceptual model. The
function-concept corresponds to a sub-feature of a fea-
ture corresponding to the object-concept. In addition, this
sub-feature becomes a mandatory feature if the apply-
relationship is only one between the function and the ob-
ject, because it is the only one function that can manip-
ulate the object. A sub-feature “make” in Figure 8 is a
typical example of this kind of mandatory features and
“make” is the only one that can manipulate “estimate
sheet” according to the conceptual graph shown in Fig-
ure 3. As shown in the figure, object-concepts “home ad-
dress” and “business address” are the sub-classes of an
object-concept “address” because these concepts have is-
a relationships to “address”. These two concepts become
alternative sub-features of a feature “address” as shown in
Figure 8. In addition, these two features has a sub-feature
“input”, because a function-concept “input” has an apply-
relationship to the object-concept “address” and two con-
cepts “home address” and “business address” are the sub-
classes of the object-concept. By applying these kinds of
transformations, the feature diagram of Figure 8 can be
derived from Figure 3.

In a feature diagram, several kinds of relationships
among features, e.g., a dependency relationship among
features and an exclusive relationship between features,
are allowed in addition to the tree-like hierarchy of fea-
tures. When there is only a require-relationship between
two concepts in our conceptual graph, we have a de-
pendency relationship between the two features corre-
sponding to these concepts. When there is a contradict-

relationship among concepts in a conceptual graph, there
is an exclusive relationship between the features corre-
sponding to the concepts. An example of exclusive re-
lationships appears between features “tax” and “within”
in Figure 8. An example of dependency relationships ap-
pears between features “tax-free limit” and “within”.

In deriving object oriented models and feature models,
their derivation rules can be formally defined, and these
derivations can be automatically achieved. However, the
quality of derived models cannot be guaranteed without
the inspection of human experts. Thus such derivation
rules play a role of guidelines only. This kind of derivation
should be achieved interactively, and the finally derived
models should be improved by manual.
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Figure 8: Deriving a Feature Diagram

5.3 Using as a Domain Ontology

Knowledge on a problem domain where an information
system is operated (simply, domain knowledge) plays an
important role on eliciting system requirements of high
quality. For example, to develop e-commerce systems,
the knowledge on marketing business processes, supply
chain management, commercial laws, etc. is required as
well as internet technology. Although requirements ana-
lysts have much knowledge of software technology, they
may have less domain knowledge. As a result, lack of
domain knowledge allows the analysts to produce require-
ments specification of low quality, e.g. an incomplete re-
quirements specification where mandatory requirements
are lacking. Although interviews with domain experts
are one of the solutions to avoid this problematic situa-
tion, communication gaps between the analysts and the
domain experts resulted from their knowledge gaps [6].
Thus, the techniques to provide domain knowledge for the
analysts during their requirements elicitation and comput-
erized tools based on these techniques to support the ana-
lysts are necessary.

We have proposed how to use domain ontologies for
requirements elicitation [7] where domain ontologies are
used to make up domain knowledge to requirements an-
alysts during requirement elicitation processes. In this
framework, how to create domain ontologies of high qual-
ity efficiently is a crucial issue. Our tool for extracting
conceptual graphs can be used to create domain ontolo-
gies for supporting requirements elicitation processes.

In this section, we present the basic idea how to use
our conceptual graph as domain knowledge to detect lack-
ing requirements and inconsistent requirements. Below,
let’s consider how a requirements analyst uses a concep-
tual graph of a certain domain for completing require-
ments elicitation. Suppose that a requirements document
initially submitted by a customer is itemized as a list. At
first, an analyst should map a requirement item (statement)
in a requirement document into concepts of the conceptual
graph as shown in Figure 9. For example, the item “bbb”
is mapped into the concepts A and B and an aggregation
relationship between them. The requirements document



may be improved incrementally through the interactions
between a requirements analyst and stakeholders. In this
process, logical inference on the graph suggests to the an-
alyst what part she should incrementally describe. In the
figure, although the document S includes the concept A at
the item bbb, it does not have the concept C, which has a
require-relationship to A in the conceptual graph G. The
inference resulted from “C has a require-relationship to A
(i.e. C is required by A)” and “A is included” suggests
to the analyst that a statement having C should be added
to the document S. The details of this technique are out
of scope of this paper, and the readers who have a great
interest to it can see [7].

To assess this technique, we used the conceptual graph
of Feed Reader in section 4.1 and made comparative ex-
periments of requirements elicitation of a specific feed
reader system. As a result, subjects with less domain
knowledge could get the same results as a domain expert,
more concretely they could elicit requirement of the same
quality as the domain expert did. The details of the ex-
periments and their results are shown in [8]. This result
means that our conceptual graph is applicable as domain
knowledge for requirements elicitation processes.

A Requirements Document *“S”
(consists of req. items.)

1. aaa

bbb
3. ccc
/ F;,: mapping function

Conceptual Graph (in class diagram form) “G”

Figure 9: Mapping from Requirements to a Conceptual
Graph

6 Related Work

In the area of requirements analysis and software speci-
fication, some studies to extract requirements models by
applying NLP techniques to natural-language documents
exist [9]. In particular, many of them derive OO mod-
els, e.g. class diagrams [10, 11, 12, 13] for software sys-
tems. Their techniques are basically to focus on nouns
and verbs that are indicators of classes and of operations
or relationships respectively, and their success greatly de-
pends on the quality of an input document. For exam-
ple, if mandatory descriptions are lacking from the doc-
ument, the corresponding part of the model cannot be
extracted. Since our approach uses multiple documents
as inputs, our approach can mitigate these shortcomings.
Furthermore they did not consider the extracted models as
reusable assets like feature models. And, since we have
adopted a variety of types of concepts and their relation-
ships in our meta model of conceptual graphs so as to have
wide applications for requirements analysis, we have de-
veloped a newly devised text-mining technique fit to our
meta model in order to achieve the construction of the
graphs from documents. In the area of database systems,
a lot of work has also been done to derive a family of En-
tity Relationship (ER) models from natural-language doc-
uments and their major aims are designing a data schema
[14, 15, 16, 17, 18]. They focused on the extraction of
entities, attributes, relationships and inheritance ones, but
did not consider the other constructs such as require re-

lationships, which are necessary for requirements elicita-
tion. Furthermore, an ER model can be derived from our
conceptual graph in the same way as section 5.1, and in
this sense, our resulting conceptual graph includes rich in-
formation for requirements modeling. CM builder, devel-
oped by Harmain et. al. [19], uses the domain knowledge,
that has been made ready beforehand, to analyze seman-
tically documents. More precisely, in their approach, the
domain knowledge is extended to a more specific model
by means of adding the extracted classes to it. Although
our conceptual graph plays the same role on their domain
knowledge of CM builder’s technique, they did not discuss
the technique how to construct the domain knowledge, i.e.
conceptual graphs.

In research community of Ontology, many comput-
erized tools for supporting ontology creation using text-
mining techniques have been developed. Text2Onto of
KAON [20, 21] is a computerized tool having a text-
mining functions based on TF x IDF measure so that
words frequently appearing can be extracted from text
documents. In fact, our tool uses the same quantification
techniques for word extraction. In [22], the author applied
to software documents of a certain domain the technique
similar to Text2Ont to extract the terminology that soft-
ware developers, domain experts and other stakeholders
could commonly use during software development pro-
cesses. OntoLearn [23] adopted a kind of pattern match-
ing technique to disambiguate words in the semantic anal-
ysis for word extraction. DODDLE [24] is also a tool to
mining English texts for concept extraction based on term
frequency, and it uses WordNet [25] and EDR dictionary
[26] as a general-purpose ontologies. Although these tools
developed by ontology communities have some functions
to make our tool more elaborated, all of them cannot clas-
sify the extracted concepts and relationships into the types
specific to requirements models as shown in Figure 2, e.g.
“Class”, “Function”, etc. for concepts and “apply”, “re-
quire”, “perform”, etc. for conceptual relationships. They
are just for extracting concepts with no types and too gen-
eral relationships such as “is-a”, “has-a” and “synonym”
etc. as general-purpose ontology or thesauruses, not nec-
essarily suitable for requirements analysis. Their aim is
different from ours and they are not immediate supports
to requirements modeling. Our conceptual graphs have a
variety of types of concepts and of relationships in order to
apply to requirements modeling and elicitation, and these
existing techniques could not classify the extracted con-
cepts and relationships into these types. To support seam-
lessly requirements modeling, these techniques should ex-
tract not only concepts and their relationships but also
their types that lead to the elements of requirements mod-
els.

As for the quality of input documents, [27] suggested
several guidelines of writing natural-language sentences
that could be used for extracting requirements models. Al-
though they are for German, some of them could be useful
to improve the quality of input documents for our tool.

7 Conclusion

In this paper, in order to support requirements modeling,
we presented a computerized tool for extracting concep-
tual information from Japanese documents, and made sev-
eral experiments to show the usefulness of our tool. Al-
though our experiments mentioned in section 5 were too
small in the sense of practical setting to argue the general-
ity of the experimental findings, we could find the possi-
bility of supporting the construction of useful conceptual
graphs. According to the results of interviews to our sub-
jects, the user interface of our tool should be improved.
None of conceptual graphs that our tool suggested in-
cluded contradiction relationships, and our subjects added
them by manual. The reason was that the documents we
used did not contain any specific words denoting contra-



diction. We should explore more elaborated mining tech-
niques together with good samples of documents.

Although our current approach is based on the fre-
quency of words in documents, frequent words are not
always important in general. Comparing different doc-
uments [28, 29] is one of the ways to complement this
frequency based approach. Another way to create a con-
ceptual graph of higher quality is the integration of many
existing ontologies, including WordNet and EDR dictio-
nary.

In sections 5.1 and 5.2, we illustrated how to derive
two types of requirements models from our conceptual
graphs. Formalization of these derivation rules using a
graph rewriting system [30] and its automation are also a
future work.

In section 5.3, we used our conceptual graph as do-
main knowledge. There are several excellent techniques
and Meta CASE tools to generate domain specific mod-
eling languages such as MetaEdit+ [31] , Metaview [32]
and GME [33]. Our conceptual graph can be an input to
these Mata CASE tools to produce domain specific mod-
eling environments. This is one of the most interesting
applications of our technique.
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