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ABSTRACT
The static nature of cyber systems gives attackers the ad-
vantage of time. Fortunately, a new approach, called the
Moving Target Defense (MTD) has emerged as a potential
solution to this problem. While promising, there is cur-
rently little research to show that MTD systems can work
effectively in real systems. In fact, there is no standard defi-
nition of what an MTD is, what is meant by attack surface,
or metrics to define the effectiveness of such systems. In this
paper, we propose an initial theory that will begin to answer
some of those questions. The paper defines the key concepts
required to formally talk about MTD systems and their ba-
sic properties. It also discusses three essential problems of
MTD systems, which include the MTD Problem (or how to
select the next system configuration), the Adaptation Selec-
tion Problem, and the Timing Problem. We then formalize
the MTD Entropy Hypothesis, which states that the greater
the entropy of the system’s configuration, the more effective
the MTD system.

Categories and Subject Descriptors
K.6.5 [Security and Protection]: Unauthorized access—
Management of computing and information system
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moving target defense; computer security; network security

General Terms
Science of Security

1. INTRODUCTION
Cyber security tends to be implemented in an ad hoc and

inconsistent fashion as cyber systems are implemented to
satisfy critical business needs, while security is left as an af-
terthought. As a result, system administrators fight the con-
tinual and generally losing battle of monitoring their systems
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for possible intrusions and compromises, patching potential
vulnerabilities, maintaining user access lists, modifying fire-
wall rules, etc. Due to the time and complexity of maintain-
ing such systems, once deployed, their configurations tend
to remain unchanged for a long period of time.

While the static nature of cyber systems makes it easier
to keep them running, it also gives attackers an extremely
valuable and asymmetric advantage – time. Attackers can
spend as much time as necessary to perform reconnaissance
of the target system, study and determine its potential vul-
nerabilities, and choose the best time to launch an attack.
Once compromised, this static nature also makes it easier
to maintain back doors without being discovered for a long
period of time [3]. The bottom line is simple. The static
nature of modern cyber systems have made them easy to
attack and compromise.

Fortunately, a promising new approach to cyber security,
called the Moving Target Defense or MTD [19], has emerged
as a potential solution to the challenge of static systems.
While there are many facets of MTD, we can broadly in-
terpret MTD as constantly changing a system to reduce or
move the attack surface available for exploitation by attack-
ers. We view the attack surface of a system as the resources
accessible to attackers (e.g., software, open ports, compo-
nent vulnerabilities, and other resources made available via
compromises) that can be used to further penetrate the sys-
tem. While it sounds promising, there is currently little
research to show that MTD systems can work effectively in
realistic systems. In fact, the approach is so new that there
is no standard definition of what an MTD is, what is meant
by attack surface, or metrics to define the effectiveness of
such systems. In this paper, we propose an initial theory
that we hope will begin to answer some of those questions.

1.1 Examples From the Real World
The concept of a moving target defense is not limited to

the cyber world. Movement has, and always will be, a ma-
jor part of military strategy and tactics. Perhaps the most
obvious example of using movement as a defense measure
comes in the area of air-to-air combat. In air-to-air combat,
two opposing aircraft often end up in a one-on-one situation,
which is typically called a dogfight. In dogfights, one aircraft
is the attacker while the other becomes the defender. It is
up to the pilot of the defending aircraft to maneuver his or
her aircraft to avoid being shot down by the attacker.

In a dogfight, tactical maneuver gives the defender a great-
er chance of surviving as opposed to simply doing nothing.
The defender attempts to maneuver to dodge incoming mis-
siles. In this case, the pilot maneuvers in three dimensional
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Figure 1: General MTD Process

space using tactics of defensive aircraft maneuvers (such as
a high yo-yo defense, unloaded extension, high-g barrel roll,
defensive spiral, etc.) to change the state of the two aircraft
(location, speed, yaw, pitch, roll, etc.) while not exceeding
the physical limitations of the pilot. The goal is to increase
the attacker’s uncertainty regarding the defender’s location.
The defender chooses the time of maneuver either proac-
tively, based on training and intuition, or reactively after
detecting an incoming missile.

If we compare cyber security with military combat, we
look nothing like the defender in a dogfight. Instead of try-
ing to out maneuver our attackers, we are simply content
to wait and rely on outmoded techniques to survive the on-
slaught. We actually look much more like the defenders of
the “impregnable” Maginot Line on the eve of World War II
who waited in their bunkers relying on static defenses and
“defense in depth.” It did not work well for the Allies in
1940 either.

1.2 Moving Target Defense System Overview
The general flow of an MTD system is shown in Figure 1.

The first step is the initial deployment of the system in its
operational setting. Once the system is executing, an MTD
system will choose an adaptation to make to its configura-
tion. As discussed above, the adaptation choice may include
environment information such as IDS alerts or execution sta-
tus data. The timing of this choice can be fixed, random,
or triggered by external information fed into the system.
Since all operational systems have constraints and resource
limitations, the configuration resulting for the chosen adap-
tation must be checked against these constraints to ensure
that the new configuration will be valid. If it is not valid, a
new adaptation will have to be chosen. Once an adaptation
has passed the validity test, it can be implemented. As will
be discussed later, there are several key problems that must
be solved in order to make an MTD system work. As part
of our theory, we will define the basic MTD problems and
define the key concepts involved.

1.3 Overview and Related Work
The goal of an MTD system is to eliminate the attacker’s

asymmetric advantage of time [19]. A high-level illustration
of the goals of MTD systems is shown in Figure 2. Man-
adhata et al. [18] introduced the attack surface concept to
indicate the exploitable components in a computer system.
The current approach to creating a more secure system is
to harden it by reducing the attack surface, which can be
accomplished by removing unneeded software, ports, etc.
or by using the most current versions of software with all
known vulnerabilities patched. Unfortunately, in complex
systems such approaches quickly lead to convoluted fire-
wall rules, inadequate authentication mechanisms and frag-
mented policies, and significant access control and credential
maintenance efforts. These issues all basically guarantee a
relatively long period of static configuration. As described
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Figure 2: MTD High Level Intuition

above, this approach has proved to be less than a resounding
success.

The goal of MTD systems is to adapt the exploitable as-
pects in the system. Adaptive hardening approaches cap-
ture input from intrusion detection systems (IDS) and re-
actively launch automated responses to patch or block ser-
vices to thwart ongoing attacks [9, 22, 16, 26]. These auto-
mated responses change the attack surface at runtime, which
eases the maintenance overhead of administrator. However,
such approaches require significant effort to develop and
maintain large numbers of signatures for identifying intru-
sions/malware and are ineffective against new and zero-day
attacks. In addition, the effectiveness of these approaches
is limited by the large number of false alarms from the IDS
that can disrupt normal operations.

The goal of MTD is to use two types of motion to in-
crease security. The first is to move the system’s configu-
ration over time while the second is to transform the con-
figuration over time. We equate movement with modify-
ing the value of a particular configuration unit of the sys-
tem. For example, we could change a computer’s IP address
from 192.168.0.34 to 192.168.0.123. Alternatively, we define
a transformation as changing the number or type of con-
figuration units within a system. For instance, instead of
simply changing the IP address of a computer at some point
in time, we could transform the system by actually turning
computers on and off within the system based on whether or
not they were currently required for the system to carry out
its intended purpose. We can view such a system as a graph,
where the computers are the nodes and the edges are com-
munication paths. If we perform movement within system
by modifying the computer IP addresses and the port num-
bers, then the shape of the graph does not change. On the
other hand, if we transform the system by turning on com-
puters only when needed, the size and shape of the graph
actually changes as nodes and edges are added/deleted. Of
course, both should be considered as viable approaches for
MTD systems. Therefore, throughout this paper we refer to
movements and transformations as adaptations, which can
refer to either of the concepts described above.

A key part of a cyber attack is performing exploration or
reconnaissance to determine the configuration of the target
system before launching the actual attack. Thus, we in-
troduce the concept of the exploration surface to represent
this space. Using again the IP address example, the explo-
ration surface of a computer running in a typical C class
subnet is the set of IPv4 addresses an attacker must search
to find the computer. In this case, the exploration surface
is {192.168.0.1, 192.168.0.2, . . . 192.168.0.254} and the size of
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the exploration surface is 254. However, since that computer
has only one active IP address when running, the attack sur-
face size is 1. A discussion of how we plan to incorporate
both exploration surface and attack surface into our theory
is given in Section 5.1.

Instead of focusing on reducing the attack surface, MTD
approaches seek to enlarge the exploration surface during
the design phase and move the attack surface at runtime
to force the attacker to re-explore the exploration surface.
Intuitively, by increasing the exploration surface and mov-
ing the attack surface, an attacker will spend more effort
and time locating and re-locating vulnerabilities. Previous
research such as network [2, 8]and memory address space
randomization [27, 15, 23], instruction set randomization
[4], host IP mutation [1], and software diversification [7, 11]
all attempt to increase the difficulty and time required to
discover a target systems’ configuration by enlarging the ex-
ploration surface or proactively moving the attack surface.
Moreover, by taking advantage of adaptive hardening ap-
proaches, more advanced MTD systems can incorporate IDS
feedback to change or move the attack surface during run-
time, thus increasing penetration difficulty even further [29,
31].

Although several research efforts are underway, MTD is
still in its infancy. Most of the previous work focuses on spe-
cific aspects of system configuration, such as IP addresses
[10, 2, 8], memory layouts [27, 15], instruction sets [13,
4], html keywords [28, 7], SQL queries [5], database table
keywords [7], etc. Recently a few comprehensive frame-
works [20, 14] have been proposed, but most are still concep-
tual and require significant theoretical and practical effort
to bring them to fruition.

2. WHY A THEORY OF MTD
In the scientific world, a theory is generally something that

defines a set of concepts, their relationships and principles.
Theories are used to understand and explain things we ob-
serve or predict things that have not been proven. The past
few years have seen a growing need within the research com-
munity to develop a science of security [25]. The motivation
is to develop a systematic body of knowledge with strong
theoretical and empirical underpinnings to inform the engi-
neering of systems that can better resist known and unan-
ticipated attack types. A theory for moving target defense
will not only create a set of common terms and define es-
sential problems, but it will also provide a framework and
systematic way to think and analyze MTD problems and
solutions.

2.1 A Theoretical Framework
A theoretical framework for moving target defense sys-

tems should clearly define the concepts, relationships and
principles of MTD in such a way as to provide understanding
of the essence of MTD and its applicability to cyber secu-
rity. The theory should be consistent with research results
while being complete enough to help predict new results. In
addition, the theory should provide illuminate key decision
points and choices in order to focus research and support key
design decisions. At this point, however, simply defining key
concepts such as adaptation, diversification, randomization,
attack surface, and exploration surface in a way that is both
formal and appropriate to the dynamic nature of MTD sys-
tems, would be a major step forward.

MTD Systems 
Theory

Attacker 
Theory

MTD Theory

Figure 3: MTD Theory Overview

Pragmatically, the theory should be practical enough to
inform design decisions during the design of MTD systems.
Ultimately, the theory should be able to answer questions
such as

• What features should be implemented to reduce the
attacker’s intrusion success likelihood?

• What are the best features to implement to defeat a
given set of attack types?

• How much can diversification actually increase system
security?

• How often does the system have to adapt in order
to maintain security at certain level with acceptable
costs?

• What is the expected benefit of implementing a specific
MTD system as compared to only using traditional
defenses?

Ideally, the theory should also be straightforward enough
to allow MTD system designers to decide how to use existing
configuration choices and diversification to increase security.
It should allow them to analyze the effectiveness of adapt-
ing various combinations of configuration aspects to thwart
different types of attacks. To support analysis, the frame-
work should include an analytical model that can be used
by designers to determine how different parameter settings
will impact system security.

2.2 Approach
Obviously, the theoretical framework described above can-

not be developed and presented in a single paper. Although
this paper only presents a small first step toward develop-
ment of a complete theory, we will layout our approach to
developing the overall theory, followed by a description of
what is actually accomplished in this paper.

Our high level approach to developing a theory for MTD
is shown in Figure 3. The first step, which we start in this
paper, is to develop a theory of MTD Systems. This theory
focuses only on the system itself and how it adapts over time
to achieve its overall goals. The second step is to develop
an Attacker Theory, which will describe an attacker’s goals
and the actions they can take to reach their goals. The final
step will be to combine the two into an overall MTD Theory.
The objective of MTD Theory will be to define how elements
of the MTD Systems and Attacker theories interact. This
is especially important in being able to understand the true
effect of an MTD system as its effectiveness only makes sense
in light of actions from an attacker for a specific type of
attack.

Once the base theory is in place, we plan to define an an-
alytical model that is capable of comparing the effectiveness
of various MTD systems using different design parameter
settings. These design parameter settings will include the
aspects of the system configuration that can be changed,
the type and timing of the adaptations, the system diver-
sification, etc. These design parameters will be able to be

33



analyzed against a set of attack types for their comparative
effectiveness and costs.

In this paper we start the process of developing the MTD
Systems Theory. We start in Section 3 by defining the con-
cepts of a configurable system, system goals, and policies as
the basis of the definition of an MTD system. We then pro-
pose definitions for adaptation, diversification, and random-
ization based on the previous definitions. Next, in Section 4,
we present specific problems of interest that are raised by
the concepts defined so far. We also formally propose the
Entropy Hypothesis, which we have heard discussed infor-
mally by several researchers in conferences and symposia.
Finally, we wrap up with a discussion of the implications of
MTD Systems Theory and the next steps towards a com-
plete MTD Theory in Section 5.

3. CONCEPTS AND DEFINITIONS
In this section we define the key concepts required to for-

mally talk about MTD systems and their basic properties.
The focus is on formally defining an MTD system, although
we do discuss adaptation, diversification, and randomiza-
tion in light of that definition as well. Since the essence of
an MTD system is adapting the configuration of the system
over time, we start by defining what we mean by a config-
urable system, borrowing terms and concepts from existing
configuration management theory [6].

3.1 Configurable System
When we talk about configuring a system, we generally

refer to the physical devices that are part of a system, the
software installed on those devices, and the settings of that
software. For our purposes, we define these elements of a
configuration as a configuration parameter (borrowing from
[6]) that can take on various values to specify the details of
the configuration.

3.1.1 Configuration Parameter
We start by defining a configuration parameter as a vari-

able with an associated type.

Definition 3.1. A configuration parameter, π, is a unit
of configuration information that can take on a value based
on its type.

Definition 3.2. A configuration parameter type, Π, is
a label identifiable with the domain of possible values that
the parameter can assume [6]. We denoted the associated
domain of a configuration parameter πi as Πi.

In essence, a configuration parameter can be viewed as a
variable to which we can assign values. These values can be
used to describe a piece of hardware, the software installed
on that hardware, or the settings of the software itself. Ex-
amples of configuration units can be a specific physical or
virtual machine host, the amount of memory installed, the
speed of the processor, the operating system installed, the
IP address of the host, the ports that are open, etc. While
some configuration parameters are basically fixed (e.g., the
size of memory in a physical host), we are obviously inter-
ested in the configuration parameters that can be modified
during execution (the size of memory in a virtual host or the
IP address of a host). We refer to a configuration parame-
ter that can be modified during execution as an adaptable
configuration unit.

To capture the configuration of an entire system or a com-
plex component of that system, we introduce the notion of
composite configuration parameters.

Definition 3.3. A composite configuration parameter,
π, is a configuration parameter that is composed of a set
of sub configuration parameters, π = 〈π1, π2, . . . , πn〉. The
domain of a composite configuration parameter π is derived
from the sub configuration parameter domains, Π = Π1 ×
Π2 × . . .×Πn.

Thus, a single virtual host may have a composite config-
uration parameter associated with it to describe its over-
all configuration. Appropriate sub configuration parameters
might include the host memory size, hard disk size, CPU
type, operating system, application software, IP address,
open ports, etc.

3.1.2 Configuration State
The process of reconfiguration, which is at the heart of

MTD systems, is the process of moving from one configu-
ration to another. To capture the notion of a specific con-
figuration, we introduce the notion of a configuration state.
Here we typically assume we are talking about the overall
configuration of a system, but we can also talk about the
configuration states as part of that system as well.

Definition 3.4. A configuration state, s, is a unique as-
signment of value(s) from Π to a configuration parameter
π. An assignment of some value z in Π to π is denoted as
π ← z. If π is a composite configuration parameter and
π = 〈π1, π2, . . . , πn〉, then s is a configuration state of π if
s = 〈s1, s2, . . . , sn〉 where ∀i ∈ [1, n], si ∈ Πi ∧ πi ← si.

Therefore, we can now discuss the current configuration
of a system. Using the example of the host configuration
parameters above, the configuration state would be an as-
signment of valid values to each of the configuration param-
eters. For instance, host memory size = 4gb, hard disk size
= 100gb, CPU type = Intel i7, operating system = Ubuntu
14.04 LTS, IP address = 192.168.0.54, etc.

3.1.3 Action
To change one configuration into another configuration re-

quires actions to be taken on the part of the system admin-
istrator. Traditionally, these actions are performed manu-
ally, although recently new configuration management tools
have automated much of the tedious nature of these actions.
However, ultimate control of what to change still resides
with the administrators.

Definition 3.5. A configuration action, α, is an opera-
tion that can modify the value of an existing configuration
parameter π, or add/delete a configuration sub parameter
from a composite configuration parameter. When adding a
sub parameter, we assume the parameter is initialized with
a valid value. An action can also be composed of a sequence
of sub actions.

See Section 3.3 for what a valid value means.

3.1.4 Configurable System
We have now defined the configuration of a system as a set

of configuration parameters that can be modified by a set
of configuration actions. We combine these concepts with
configuration states to define a configurable system, upon
which we build our definition of an MTD system.
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Definition 3.6. A configurable system is a labeled tran-
sition system, Γ = (S,Λ, τ), where S = {s1, s2, . . .} is a
finite or recursively enumerable set of configuration states
the system can be in, Λ = {α1, α2, . . .} is a finite or recur-
sively enumerable set of actions, and τ : S × Λ → S is the
state transition function.

We based the configurable system definition on labeled
transition systems as the essence of configuration manage-
ment is change. Here the set of allowable changes is cap-
tured in the state transition function, τ . Til now, we have
ignored the notion of configuration consistency and validity,
which we address in the next section using system goals and
constraints.

3.2 System Goals
The heart of the MTD paradigm is adapting the system to

keep an attacker from taking the time required to success-
fully attack and compromise the system. However, a po-
tential problem associated with this constant adaptation is
that we do not intentionally change the system in a way that
keeps it from achieving its intended mission. It has recently
been recognized by several in the adaptive systems com-
munity that the key to effective adaptive systems is explic-
itly modeling the requirements or objectives of the system
[21]. Understanding the objectives of the system is critical
in making the determination of what is a valid adaptation.
Therefore, we define the notion of system goals, which we
will use later to define the notion of valid adaptations.

Definition 3.7. A goal, g, captures an intended function
of a computer system. There are two types of goals of inter-
est: operational goals and security goals. Each system has
a set of goals, G that is captured by a tuple 〈Go, Gs〉, where
Go = {go1, go2, . . . goj} represents the operational goals of the
system and Gs = {gs1, gs2, . . . . . . gsk} represents the security
goals of the system.

Operational goals capture the mission the system was
built to support. An operational goal is a high-level concept
whose purpose is to organize the IT elements of the system
around business objectives. The goals are typically espoused
in the business terms of the users. The operational goals are
guideposts used to ensure that any adaptations to the sys-
tem configuration still support the overall mission. Security
Goals, on the other hand, define the critical parts of the
system that should be protected. If an eCommerce website
relies on a database of consumer information, then protect-
ing that database becomes an important security goal.

While a system can be in a variety of configuration states,
only some of those states are actually capable of achieving
the system’s operational goals. For instance, an eCommerce
system may be in a configuration that does not include a cus-
tomer database server (thus ensuring the security goal not
to allow the database to be compromised). However, this
configuration is not really helpful since one of the key goals
of the system is to allow customers to log in and buy items
through the website. Therefore, we define a relation between
configurations of the system and the goals that those con-
figurations achieve. We use this relation later to ensure that
as we adapt, our system is capable of achieving its overall
operational goals.

Definition 3.8. If a goal g can be realized in a system
in configuration state s, we say that s achieves g and define

a relation achieves: G × S to capture this relationship. If
∀g ∈ G, 〈s, g〉 ∈ achieves, we say s achieves a set of goals
G, denoted as s ` G.

As discussed in Section 2.2, our eventual objective is to
define an Attacker Theory as well as an MTD Systems The-
ory and then show they are related. We envision attacker’s
having their own set of goals and thus it seems obvious that
when the goals of the attacker and the MTD system conflict,
then the MTD system must be able to take steps to counter
that attack.

3.3 System Policies
To ensure the parts of a system can function together effi-

ciently and effectively, every system has a set of policies that
define how the system can and cannot be structured. Often,
these policies are implicit, which leads to significant prob-
lems when changes are made to the system without under-
standing all the pertinent policies. Ideally, an MTD system
will require system designers to explicitly state these poli-
cies so that the MTD system can reason over them before
making adaptions.

Definition 3.9. A policy, p, defines a restriction on the
configuration state of a system. Each system has a finite or
recursively enumerable set of policies, P = {p1, p2, . . . pl}.
The aggregated restrictions of system policies P on system
configuration states S define a relation satisfies: S×P . We
say a state s satisfies a set of policies P , denoted as s � P ,
if ∀p ∈ P, 〈s, p〉 ∈ satisfies.

If a configuration policy is violated the system will not
operate as intended. Thus, as the system adapts, it is critical
that it does not move to an inconsistent state that violates
policies. Next we define a consistent configuration state.

Definition 3.10. A system is said to be in a consistent
state s if s � P , where P represents the current system
policies. The set of all consistent states of a system is de-
noted as Sc = {s|∀s ∈ S ∧ s � P}. Any state that is not a
consistent state is an inconsistent state.

While being in a consistent state is necessary, we still need
to ensure the system is in a state so that it can achieve its
intended goals. Thus we use the definition of achieves from
Definition 3.8 to define a valid state.

Definition 3.11. A valid state s is a consistent state that
is capable of achieving all of the existing system operational
goals, G, i.e., s ` G. We define the set of all valid states of
a given system, Sv, as Sv = {s|∀s ∈ S, s � P ∧ s ` G}.

Knowing a state is consistent and valid is very useful.
However, when we are dealing with an entire system, we
need to be able to reason about the configurations that are
really of interest – those that define a complete system for
the purposes of achieving the operational goals of the sys-
tem. Thus, we define a complete configuration as one that
has all the configuration parameters required to configure a
system that is actually capable of achieving the goals of the
system.

Definition 3.12. A complete configuration is a configu-
ration parameter whose value can be a valid state. Formally,
this is stated as ∃s ∈ Sv, π ← s.

Since a complete configuration might also contain unnec-
essary configuration parameters, we need to restrict it to
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the configuration information that is required to achieve the
overall goals of the system. We do this by defining a mini-
mum complete configuration. Again, it should be noted that
this a minimum complete configuration whose valid states
can achieve the system goals G.

Definition 3.13. A minimum complete configuration is
a complete configuration parameter that has the minimal re-
quired parameters. Formally, this is stated as @πi ∈ π, such
that ∃s ∈ Sv, π − {πi} ← s.

3.4 Adaptation
While we have defined actions above as operations that

take a system from one configuration state to another, what
we are really interested in is transforming a system from one
configuration state to a valid configuration state. This will
be the basis of defining the kind of MTD systems of interest
and will be discussed further in the next section. To handle
this specific type of transformation operation, we now define
an adaptation as a restriction on the set of actions.

Definition 3.14. An adaptation is a sequence of actions
A = {a1, a2, . . . , ak} that transforms a system from a state
s to a valid state sv.

We have now defined the necessary concepts to allow us to
define an MTD system, which we do in the following section.

3.5 MTD System
An MTD system is a configurable system that can adapt

its configuration during execution. As discussed in the pre-
vious section, an MTD system should also be able to config-
ure itself so that it is always in a consistent state that can
achieve the overall goals of the system.

Definition 3.15. A moving target defense (MTD) sys-
tem Σ is a tuple 〈Γ, G, P 〉, where Γ is a configurable system,
G is the set of goals which includes both operational goals
and security goals and P is the set of polices.

Notice that although S in Γ will be restricted to Sv by G
and P , an MTD system is still defined using S, the set of all
configuration states of Σ, instead of Sv. This is because an
MTD system is not necessarily always in a valid state. Initial
system configurations or operational failures all could lead
the MTD system to an invalid state. However, as defined
above, when we apply an adaptation to MTD system, it
should result in a valid state.

In order to reason and discuss the configuration of an
MTD system, we must be able to refer to the current con-
figuration of a system at any given point in time. Since we
need to reason about the entire configuration, the configu-
ration must be complete as defined in Definition 3.12. Since
we do not want to include extraneous configuration infor-
mation, it must be minimum as defined in Definition 3.13.
As configuration actions may add or remove configuration
parameters from a composite configuration parameter, the
configuration state of an MTD system can change in terms
of the configuration parameters as well as their values. We
call the current configuration of an MTD system as its con-
figuration state.

Definition 3.16. At any point in time, each MTD sys-
tem Σ has a minimum complete configuration denoted Σπ.
Σπ also has a unique value, s ∈ S, which is called the con-
figuration state of Σ.

3.6 Configuration Space
The set of all valid states Sv captures the overall configu-

ration space of an MTD system’s valid configuration. This
can also be derived from the domain of Σπ, which has been
defined in Definition 3.3.

Definition 3.17. The configuration space of an MTD
system Σ with configuration parameter Σπ is the domain of
Σπ, which is Sv. Sv can be computed as Sv =

∏
Πi, where

the cross product operation should obey constraints such that
∀s ∈ Sv, s � P ∧ s ` G.

As defined above, Sv can be computed as the cross product
from Πi of each configuration parameter πi, where the cross
product operation should ensure that the result is a valid
state. Each Πi actually captures the configuration space of
the configuration parameter πi.

As discussed earlier, a critical part of a cyber attack is the
reconnaissance or exploration of the target system’s configu-
ration. To understand the effect of an MTD system, we must
be able to characterize the space – the exploration surface
– that the attacker must explore before attacking. Clearly,
the exploration surface is related to the configuration space
of the MTD system. If we assume the attacker knows the
exact domain of the configuration parameter Σπ in an MTD
system, then the exploration surface equals the configura-
tion space. But obviously, this assumption is often not the
case. For instance, if an attacker is looking for a specific
target host in an IPv4 system, the attacker need check each
possible IP address, or 256 different addresses (assuming a
/24 address). However, if the configuration constraints of
the MTD system limits the possible IP address of the host
to a range of 100 . . . 255, the configuration space does not
truly reflect the exploration surface of the attacker. As the
exploration surface is associated with ongoing attacks, we
leave its definition until after defining attacker theory (more
is said on this in Section 5.1).

3.7 Diversification
In the MTD literature, diversification typically has two

related concepts. The first refers to the number of configu-
ration choices available in the system, while the second refers
to a technique to increase the number of configurations avail-
able to the MTD system. Based on our definitions above,
we can see that these both refer to the configuration space.
The first definition relates to the size of the configuration
space while the second concerns a variety of techniques used
to increase the size of the configuration space. To eliminate
this confusion of terms, we propose to use the term artificial
diversification to refer to the second definition.

Definition 3.18. The diversification of an MTD system
is the cardinality of its configuration space, or |Sv|. We can
also refer to the diversification of any configuration param-
eter π, which is simply the cardinality of its domain |Π|.

Definition 3.19. Artificial Diversification is a technique
to increase the configuration space, Sv, of an MTD system.

Kant [12] points out that attack surface modification can
be aided by introducing diversity, while Christodorescu [7]
cites the need to understand the impact of diversification
on the attacker. As shown in our definitions, diversifica-
tion provides the potential to measure security of an MTD
system through configuration space. In an MTD system, a
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system with a higher diversification is likely to be more dif-
ficult to compromise than one of lower diversification, given
that all else is equivalent. Artificial diversification seeks to
enhance the security provided by an MTD system by intro-
ducing functionality equivalent alternatives for a configura-
tion parameter. Diversification determines the size of the
configuration space that provides the space for adaptation.

3.8 Randomization
Randomization is another term often used in MTD litera-

ture. Of course, there is nothing in the general understand-
ing of MTD systems that requires random choices, although
there are good arguments for its use. The overall goal of
randomization is to make full use of the available config-
uration space introduced by diversification, where a larger
configuration space provides more space for adaptation.

In MTD systems, randomization typically refers to choos-
ing random configurations in order to make full use of config-
uration space while adding the notion of non-predictability.
Random choices are usually understood as making selections
assuming that the probability of each choice forms a uni-
form distribution. In previous work [31], we proposed both
a purely random MTD system, which select the next config-
uration via a uniform distribution, as well as an intelligent
MTD system, which also considers potential vulnerabilities
and attack alerts when choosing configurations.

If we view randomization as a decision making process
that chooses the next valid state based on a specific proba-
bility distribution over states in Sv, then choosing the next
configuration from a uniform distribution of states as well
as considering alerts become specific instances of random-
ization. Indeed, given Sv and a specific set of environmental
information, if we want to ensure that state si ∈ Sv is cho-
sen, we simply define a probability distribution that says
the probability of picking si is 1. This way, randomization
as a decision making process generalizes so that all kinds of
AI techniques, such as genetic algorithms, machine learning,
game theory, etc. all are just different ways to select the ap-
propriate probability distributions over states Sv. Thus, we
define the randomization as follows.

Definition 3.20. Configuration randomization is a deci-
sion making process of selecting the next valid system config-
uration value s ∈ Sv for Σπ. If Pj represents the probability
that sj is chosen and pj represents a specific probability value
assigned to Pj through randomization, then ∀sj ∈ Sv, 1 ≤
j ≤ |Sv|, we have Pj = pj ∧ 0 ≤ pj ≤ 1 ∧

∑
j

pj = 1.

4. PROBLEMS AND HYPOTHESES
Using the terminology and concepts developed in Sec-

tion 3, we now discuss the implications of these concepts
in the MTD process as shown in Figure 1. First we discuss
some problems that we believe are common to any MTD
system that follows from MTD Systems Theory. We then
discuss a common assumption made about MTD systems.

4.1 Problems
To carry out a process similar to the one described in

Figure 1, there are three essential problems:

1. How to select the next configuration state of the MTD
system.

2. How to select the adaptations to take to get to the
next configuration state.

3. When to carry out the adaptations to actually change
the state of the system.

Each of these interrelated problems are discussed below.

4.1.1 MTD Problem
The essential problem of an MTD system is to move the

system from current state to a valid state in such a way as
to make an attackers job of compromising the system more
difficult. Thus, the key problem will be deciding what state
to move to.

Definition 4.1. Given the current state, s, of an MTD
system, the MTD problem is how to choose the next config-
uration state of the system, s′, subject to s′ ∈ Sv, to increase
the effectiveness of the MTD system.

The definition makes it clear that we are only talking
about choosing a valid configuration state. In addition,
measuring effectiveness requires additional theory to define
the attacker as well as the relationships as discussed in Sec-
tion 2.1. Actually, there are several approaches that could be
taken including random selection, intelligent selection based
on intrusion detection alerts, or cost-based strategies. We
believe this will be a prime area of MTD research in the
future.

4.1.2 Adaptation Selection Problem
The solution to the MTD problem will lead to a valid

next state s′ being chosen. However, moving the system to
this state requires solving the adaptation selection problem,
which can be stated informally as finding an adaptation that
can transition the system from s to s′.

Definition 4.2. Given the current state of an MTD sys-
tem, s and a valid next state, s′, the adaptation selection
problem is how to synthesize a sequence of actions A =
{a1, a2, . . . , ak} such that τ : s × A → s′. This problem
may also consider constraints such as time and costs.

This problem is analogous to a planning problem and thus
future research will likely lead in that direction for the gen-
eral case. The complexity lies in that there could be multiple
sequence of actions that could result in the same configura-
tion state, the optimal solution would require to take con-
straints such as time and costs into consideration.

4.1.3 Timing Problem
The final problem we consider is the MTD Timing Prob-

lem, or ”when to adapt”. Timing is a critical factor in the
success of an MTD system. Our previous work provides
some insight into the relationship between several key MTD
system factors which include the adaptation time interval
Tr and attack time interval Ta [30].

Definition 4.3. In an MTD system, the Timing Prob-
lem is at what point should the MTD system launch an adap-
tation to increase the effectiveness of the MTD system, while
maintaining a reasonable cost, c.

Here the reasonable means the decision of when to launch
the adaptation should be made based on the trade off be-
tween operation and security. As discussed, after the At-
tacker theory is in place, we will be able to start reason over
the interactions between MTD system and the attacker to
make such decision.
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4.2 MTD Entropy Hypothesis
As we have written papers, submitted proposals, and at-

tended workshops and symposia on MTD, we have heard a
general belief that the more random and chaotic an MTD
system is, the more effective it should be. As a way to test
our power of the theory presented in this paper, we for-
malized that assumption in what we call the MTD Entropy
Hypothesis.

Definition 4.4. We can state the MTD Entropy Hy-
pothesis as follows: the greater the entropy of the configura-
tion of an MTD system, the more effective the MTD system
will be.

This belief (at least among those in the MTD commu-
nity) is that we can use diversification, randomization and
adaptation together to increase the uncertainty of a system’s
configuration and make it harder for an attacker to compro-
mise the system. Of course, as a hypothesis, this has yet
to be proved. However, the proof of the hypothesis could
yield some interesting theoretical results. We provide some
initial insights into the effect of such a finding below. First
we define the concept of entropy as related to MTD sys-
tems. If we treat Σπ as a random variable over Sv then we
can use the mathematical formulation of entropy based on
Shannon’s information entropy [24] and use it to introduce
configuration entropy.

Definition 4.5. Let HC(Σ) represent the configuration
entropy of MTD system Σ. Since Sv includes all possible
states of the Σ’s configuration parameter Σπ, then we can
define the configuration entropy of Σ as

H(Σ)C = H(Σπ) = −
∑
s∈Sv

p(s) log(p(s))

Given this definition, there are a couple of obvious state-
ments we can make about this configuration entropy. The
first is that the overall configuration entropy is less than or
equal to the sum of all the sub configuration parameter’s
entropy.

Theorem 4.1. An MTD system’s configuration entropy
is less than or equal to the summation of sub configuration
parameter’s entropy. Given an MTD system Σ, let Σπ =
π = 〈π1, π2, . . . , πn〉, this can be denoted as:

H(Σπ) = H(π1, π2, . . . , πn) ≤
n∑
i=1

H(πi)

Proof. According to the chain rule for entropy, for ran-
dom variables X1, X2, . . . , Xn, we have H(X1, X2, . . . , Xn)

=
n∑
i=1

H(Xi | Xi−1, . . . , X1), thus for a given MTD system

Σ and random variable Σπ = π = 〈π1, π2, . . . , πn〉, then

H(Σπ) = H(π1, π2, . . . , πn) =

n∑
i=1

H(πi | πi−1, . . . , π1) (1)

According to the conditioning reduces entropy theorem,
for random variables X,Y , we have H(X | Y ) ≤ H(X) and
with equality holds if and only if X and Y are independent,
thus

H(πi | πi−1, . . . , π1) ≤ H(πi) (2)

Combine equation 1 and 2 and the theorem is proved.

A corollary to Theorem 4.1 is the well known condition of
entropy that the entropy is maximized when sub parameters
are mutually independent.

Corollary 4.1. An MTD system’s configuration entro-
py is maximized when π1, π2, . . . , πn are mutually indepen-
dent.

Proof. The proof of this corollary can be derived from
Theorem 4.1 when the equality condition is true.

This corollary would suggest that, in practice, an MTD
system should attempt to reduce the constraints and de-
pendencies between different sub configuration states. For
example, assume we have two different operating systems
(OS) to choose from to implement three different implemen-
tations of a service. This corollary states that implementing
all three variations on both OS will reduce the dependency
between OS type and service implementation and thus in-
crease the configuration entropy of the system.

It is also important to understand the theoretical max-
imum entropy that can be achieved by an MTD system,
which is given below.

Theorem 4.2. Given an MTD system Σ, let Σπ = π =
〈π1, π2, . . . πn〉, the maximum configuration entropy of Σ
can achieve, H(Σ)C = H(Σπ), is

∑n
i=1 log(Πi).

Proof. As each πi is a random variable, H(πi) ≤ log|Πi|
where the equality is satisfied if and only if πi is distributed
uniformly on Πi, thus

H(Σπ) = H(π1, π2, . . . , πn) ≤
n∑
i=1

H(πi) ≤
n∑
i=1

log|Πi|.

From Theorem 4.2, we can see that this maximum entropy
can only be achieved when the sub configuration parameters
πi of Σπ are mutually independent and the MTD process
ensures that πi is uniformly distributed on Πi.

5. DISCUSSION
Clearly, this paper represents only an initial foray into the

theory of MTD. We have yet to tackle timing elements of the
system that describe how often an MTD system adapts and
how long adaptation can take. As described in Section 2.2, in
addition to the MTD Systems Theory that we describe here,
an Attacker Theory must also be defined to help understand
the characteristics and effectiveness of MTD systems. At-
tacker theory will capture the key elements of an attacker’s
goals and attacks that can be carried out to achieve those
goals. Each type of attack requires knowledge of certain in-
formation and is focused on vulnerabilities related to specific
aspects of a system’s configuration. Once these two key the-
oretical elements are developed, we can actually start to tie
them together in a complete MTD Theory. MTD Theory
will be able to discuss the interplay between system goals
and attacker goals as well as the more technical aspects of
attacks and adaptations.

As stated earlier, the goal of an MTD system is to elim-
inate the attacker’s asymmetric advantage of time. Curi-
ously, MTD Systems Theory as currently presented hardly
mentions it at all except in its discussion of the Timing
Problem. Clearly time must be a major part of any the-
ory of MTD and it will be in ours as well. However, the
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main importance of time comes when an attacker makes an
intrusion attempt at an MTD system. In this case, the key
time elements involved are the interval between adaptions,
the time it actually takes the system to adapt, and the time
it takes for an attack to occur, from the required reconnais-
sance phase through system compromise. These timing pa-
rameters, along with the how configurations changes made
by the MTD system interacts with various types of attacks,
will go a long way in defining the impact and effectiveness
of an MTD system.

Quantifying the effectiveness of MTD systems is still an
open issue. However, the development of an attacker theory
will greatly benefit our understanding of the interaction be-
tween the attacker goals and MTD system goals. This will
likely include an understanding of the cost factors related to
attacker and MTD actions, which we believe will be strongly
related to the time issues discussed above. Once this inter-
action is better understood, we should be able to quantify
the effectiveness of MTD systems and create an analytical
model to analyze it. This analytical model will greatly ben-
efit the key decision makings involved in both MTD system
design and MTD runtime parameter settings to help balance
the operation and security goals.

As part of this theoretical development, we will constantly
need to verify the theory against real systems and applica-
tions. While we are keeping the theory as broad as possible,
we realize that it will be impossible for a single theory to
fit all possible system types. Our hope is that there will be
a core MTD Theory that will be broadly applicable, with
extensions developed to meet the needs of sub-communities.

5.1 A New Definition for Attack Surface
One area that will need significant work in relation to

MTD Theory is a new, or extended definition of an attack
surface. Huang [11] points out that existing attack surface
definitions [18] are not suitable for evaluating a moving at-
tack surface due to the violation of two basic assumptions
of the original definition. The first violated assumption is
that the attack surface remains unchanged during an attack.
This is the whole purpose of MTD systems. The second as-
sumption, that the target attack surface is always reachable
by attackers is also violated by MTD systems as the target
itself may change its configuration during the attack. There-
fore, a new attack surface definition is needed for an MTD’s
changing and unpredictable nature.

Manadhata extended his original attack surface definition
in [17] to include definitions for a shifting attack surface.
This extension supports modeling the interaction between
the defender and the attacker as a two player game, using
game theory to determine optimal defense strategies. How-
ever, as admitted by Manadhata, the potential state and
action space explosion are serious problems. The paper also
leaves the instantiation of the model as future work.

While we introduced the concepts of exploration and at-
tack surfaces in Section 1.3, we cannot yet precisely define
those concepts. One reason is that both exploration and at-
tack surfaces are closely tied to the attacks being proposed.
Thus, once we have a definition of attacker theory, we should
be able to define the exploration surface and attack surface
in terms of the potential attacks being proposed, the MTD
system in place, and timing issues. We believe this approach
will produce more powerful definitions to capture the dy-
namic and changing nature of MTD system.

6. CONCLUSIONS
This paper presented a start toward the definition of MTD

Theory, which combines MTD System Theory and Attacker
Theory. Specifically, it defines the basic concepts and prob-
lems associated with an MTD system. While the work is
far from complete, the paper should be an interesting place
to start discussions about the foundations of MTD systems
and the theory required to support the research, develop-
ment, and implementation of MTD systems to combat the
growing threat of cyber attacks in today’s world.

We founded MTD Theory on configuration management
theory in order to define a configurable system, upon which
we built the definition of an MTD system. The theory in
this paper also builds on years of adaptive systems research
and captures the goals (both operational and security) and
policies (or constraints) of the system as essential elements
to determine what should be considered complete and valid
configurations of an MTD system. Based on that, we defined
the configuration space and informally discussed its relation
to a new concept introduced in this paper, called the explo-
ration surface, to help capture the required reconnaissance
effort that an MTD system will impose on an attacker. We
also formally defined the concepts of diversification and ran-
domization and showed how they relate to MTD systems and
how their use can increase the effectiveness of those systems.

We also formally defined key problems and hypothesis re-
lated to MTD systems. Specifically, we defined the essential
problem of an MTD system as how to select the next valid
configuration state of the system. This problem drives the
solution of the other problems such as the Adaption Selec-
tion Problem and the Timing Problem. Finally, we intro-
duced the Entropy Hypothesis as a commonly held belief
whose truthfulness still requires evidence.

We understand that this formalization is not unique in
its ability to define MTD concepts. However, it is our hope
that the MTD community will grasp the usefulness of basing
work in theory as well as practice and that a significant
body of theoretical MTD work will develop along with the
implementation of various systems and techniques.
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