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Abstract. As the population in developed countries ages, larger num-
bers of people are at risk of developing dementia. In the near future large-
scale time- and cost-efficient screening methods will be needed. Speech
can be recorded and analyzed in this manner, and as speech and lan-
guage are affected early on in the course of dementia, automatic speech
processing can provide valuable support for such screening methods.
We have developed acoustic and linguistic features for dementia screen-
ing and established that a combination of acoustic and linguistic fea-
tures provides the best results. However, our full set of 429 fine-grained
features from 15 feature types is too large to train a robust model on
limited training data. We therefore need to select features to use for
dementia screening. We employ forward feature selection nested in a
cross-validation and identify the most commonly selected features. Both
acoustic and linguistic features from seven different feature types are se-
lected. Using sets of these features we obtain a 0.819 unweighted average
recall which is a strong improvement over previous results.

Keywords: computational paralinguistics · dementia screening · feature
selection

1 Introduction

The demographic development in Germany and other countries is accompanied
by a severe increase in geriatric diseases. Their most common representative is
dementia, a chronic progressive disease that is accompanied by loss of autonomy
in everyday life. As no curative therapy is known [6], early secondary preven-
tion measures are of great importance. Current diagnostic procedures require a
thorough examination by medical specialists, which unfortunately are too cost-
and time-consuming to be provided frequently on a large scale. Since speech and
language capacity is a well established early indicator of cognitive deficits in-
cluding dementia [1, 4], speech processing methods offer great potential to fully
automatically screen for prototypic indicators in real-time and to present anal-
yses and results such that medical specialists can include them as an additional
information source when diagnosing cognitive deficits. Acoustic features [20, 7,
28, 12, 33] and linguistic features [8, 18, 13, 12, 9, 30, 36, 27, 11] have been used in
a classification task that aims to distinguish speakers affected by dementia from
cognitively health speakers using just their speech.
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We are fortunate to have access to the rich resource of conversational speech
data from the established Interdisciplinary Longitudinal Study on Adult Develop-
ment And Aging (ILSE) [21] in which a range of medical parameters and more
than 10,000 hours of interviews were recorded from more than 1,000 subjects
over the course of 20 years. We established first results on dementia screening
from ILSE interviews based on both acoustic [33] and linguistic features [31] and
found that the combination of acoustic and linguistic features gives best results.
With over 400 features from three acoustic and twelve linguistic feature types
our full set of features is too large to train the robust classifier we need for auto-
matic screening. Therefore we need to select the features which provide the best
information for the classifier to exploit. All our features have been hand-crafted
to capture aspects of the changes in speech and language characteristics caused
by dementia, are automatically extractable from speech and have contributed
well to dementia screening experiments [33, 31]. We use a data-driven approach
to select the features which the classifier will use. In the past we have employed
mutual information and ANOVA with unsatisfying results. In this paper we use
a forward feature selection nested in a cross-validation and identify the features
which are selected in the most cross-validation folds. We employ the sets of the
most commonly selected features for dementia screening and achieve a strong
enhancement in performance over our previous results [33, 31].

2 Database

The ILSE study acquired massive amounts of data for research in participants’
personality, cognitive functioning, subjective well-being and health. Over the
course of more than 20 years participants contributed to four measurements. In
each measurement participants took part in a range of medical, psychological,
cognitive, physical, and dental examinations, as well as semi-standardized bi-
ographic interviews. From this wealth of data we use the participant’s speech
recorded in biographic interviews, and their cognitive diagnoses. The partici-
pants are either diagnosed as cognitively healthy (control), with aging-associated
cognitive decline (AACD) or Alzheimer’s disease (AD).

In this paper we use 98 interviews from 62 participants, for which we have
manual transcriptions with speaker turn annotations (no time alignments) plus
the cognitive diagnoses of the participants [33]. The ILSE participants form
a group that represents the sampled population (cf. [32, 14]). When the study
started, the participants were at an age which is considered to be young in geron-
tological terms and thus most of the ILSE participants had no cognitive deficits
when the study began. As the study progressed, some of the participants devel-
oped cognitive deficits as anticipated by the prevalence of cognitive impairment
with age [17, p. 20]. In our dataset there are 80 interviews with healthy controls,
13 with AACD participants and 5 interviews with participants with AD.

The interviews were recorded with only one microphone, i.e. their speech
occurs on the same audio channel. Since dementia screening focuses on the par-
ticipant, we first select the participant’s speech segments from the interview
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recordings. The manual transcriptions provide the order of speaker contribu-
tions but no time-alignment. Therefore, we perform long audio alignment [32]
to infer speaker segmentation and subsequently select 230 hours of speech.

3 Features for Dementia Screening

We differentiate two categories of features: acoustic features and linguistic fea-
tures. Linguistic features measure what participants say, while acoustic features
measure how they speak. All features are derived from participant speech on a
per-interview level.

3.1 Acoustic Features

Acoustic features measure how participants speak. They are extracted from
voice-activity labels, transcriptions, and the raw audio. We have three types
of acoustic features:

Pause-based Features [33]: A very pronounced difference between people with
dementia and healthy controls that has been reported is that people afflicted
with dementia tend to hesitate more often and make longer pauses [12]. The
12 speech pause-based features include speech pause durations, rates, counts
and the ratios between speech pauses and words (for a full description see
Weiner et al. [33]). These features are calculated from audio, speech pauses
indicated by our voice activity detection system [33] and transcriptions.

Speaking rate [33]: Longer pauses and more hesitations in speech from people
with dementia imply that more time is needed to convey words. Speaking
rate is measured in words per second and phones per second. Audio, tran-
scriptions and a pronunciation dictionary are used to calculate these features.

i-Vector Features: An i-vector [5, 25] is a compact representation of an indi-
vidual speaker’s acoustic characteristics. In speaker recognition and diariza-
tion they are used to distinguish between speakers. For the task of dementia
screening we use i-vectors to distinguish between cognitive diagnoses, not
between speakers. We use the fact that dementia affects a speaker’s speech
characteristics. Since the i-vector represents these characteristics we expect
to see dementia-specific differences between i-vectors extracted from speech
of healthy participants and those extracted from speech of participants with
dementia. I-vectors are extracted from the raw audio. For dementia screening
we regard each dimension of the 128-dimensional i-vector as one feature.

3.2 Linguistic Features

We use linguistic features to measure changes to vocabulary, word usage and
sentence structure that are caused by dementia. Our linguistic features operate
at the word surface level of the transcriptions. There are twelve types of linguistic
features:
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Lexical Richness [31]: Lexical richness measures the participants’ use of their
vocabulary. Changes to spoken language characteristics caused by dementia
alter which words speakers can access and how they use these words. This is
visible on the word surface level and can be measured by observing changes
in lexical richness. We use two measures for the lexical richness of the tran-
scriptions: Brunet’s W index [3, 29] and Honoré’s R Statistics [10].

Linguistic Inquiry and Word Count (LIWC) [15]: Developed as a tool in
psychological research, LIWC has been shown to produce markers for a vari-
ety of individual differences including cognitive processing [16, 26]. Dementia,
as one form of cognitive impairment, highly affects cognitive processes that
can be investigated using LIWC. For this reason, LIWC has already been
used successfully in dementia screening [2, 19, 11]. LIWC uses a dictionary to
assign each word to a category and calculates the percentage of each LIWC
category in a transcription. The 64 categories in the German dictionary [35]
cover basic linguistic dimensions, psychological processes, relativity and per-
sonal concerns. We use the percentage of each category as one feature.

Part-of-Speech (POS) Tags: Words with similar grammatical properties can
be grouped together by POS tags. Each tag represents the grammatical role a
word can take in a sentence and thus POS tags can be used to indicate gram-
matical properties of participants’ speech. We employ the TreeTagger [23]
to automatically extract POS tags and calculate the percentage of each tag.
We use both the traditional tagset created for written language [22] and a
tagset created specifically for conversational language [34]. Furthermore, we
group tags together to form POS categories. Thus we have four types of
POS features: written POS (51 features), written POS categories (11 fea-
tures), conversational POS (57 features), and conversational POS categories
(12 features).

Perplexity Features [31]: Perplexity measures how well a statistical language
model fits a text. The lower the perplexity the better the model is able to
predict the text. If people with dementia use simpler sentences and repeat
themselves more often, their speech is more predictable than the speech
of healthy speakers. Thus the speech of a person with dementia will have
a lower perplexity. We calculate two different types of perplexity features,
each comprising 15 features:
– Within-Speaker Perplexity Features measure the predictability of speak-

ers’ speech relative to another segment of their own speech. We extract
five sets of these features: from text, from written and conversational
POS tags, and from written and conversational POS tag categories.

– Between-Speaker Perplexity Features are obtained as a measure of the
predictability of a speaker’s speech in comparison to other speakers. We
extract these features only from text.

4 Feature Selection

The features described in Section 3 amount to a 426-dimensional feature vector.
As this feature dimension is much higher than our sample size of 98 interviews
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we cannot expect to train a robust classifier using the whole set of features. In
the past we have employed mutual information and ANOVA with unsatisfying
results. In this paper we therefore employ forward feature selection to select the
features which we will use for dementia screening.

For dementia screening we train and evaluate classifiers in a leave-one-person-
out cross-validation. Each participant contributed to ILSE in more than one
measurement, so the model is trained on the data from all but one participant
and then evaluated on the participant that was not used in training. This cross
validation ensures that a participant is never in both the training set and the
test set at the same time. We use unweighted average recall (UAR) to evaluate
our experiments. This metric gives equal weight to all three classes (control,
AACD and AD). Since the distribution of diagnoses in ILSE is determined by
their natural occurrence, UAR is more suitable than a weighted metric such as
accuracy [24]. The chance level for a three-class classification is at UAR = 1/3.

On the training set of each cross-validation fold, we run a forward feature se-
lection in a second level of leave-one-person-out cross-validation using a diagonal
Gaussian classifier. For each of the 62 folds we extract the set of features that
produced the best result. The median set contains 26 features. Overall, 88 of
our total 426 features have contributed to the selected feature set in at least one
fold. Figure 1 shows how often each of these features was selected and ranks the

Features
0

10

20

30

40

50

60

Nu
m

be
r o

f F
ol

ds
 w

ith
 S

el
ec

tio
n

Ranking of the Selected Features
Acoustic Features

i-Vector
pause-based

Linguistic Features
LIWC
conversational POS
conversational POS categories
written POS
written POS categories

Fig. 1. Ranking of the 88 selected features by the number of times they were selected.
The legend points out the acoustic and linguistic feature types.

features by the number of times they were selected. The most common feature
was selected in 61 of the folds while 14 features were selected only once. Both
acoustic and linguistic features were selected, but the majority of the selected
features are linguistic features. Selected acoustic features are from the i-vector
and pause-based feature types. Linguistic features were selected from the LIWC,
conversational POS, conversational POS categories, written POS and written
POS categories feature types. No features were selected from the speaking rate
or the six perplexity feature types.
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The three most commonly selected features were selected in more than three
quarters of the folds. In Figure 2 we show the value ranges of these features for
the three different diagnoses (control, AACD and AD). The figure shows a clear
difference between the medians of the features for the different diagnoses. We
also observe that the variance of the features is greatly reduced for people with
AD. Overall, the figure shows that the three most commonly selected features
allow for differentiation between the diagnoses and are therefore good selections
as features for dementia screening.
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Fig. 2. Value ranges of the three most commonly selected features. For the visualization
we applied a z-normalization to the features.

5 Dementia Screening using Selected Features

From the results of the feature selection (Section 4) we infer feature sets for our
dementia screening experiments. We create feature sets by including features in
the order of their ranking in Figure 1: The first feature set contains only the
one most commonly selected feature. The second feature set contains the first
and second ranking features, the third set the first, second and third features.
The features ranking four through six were each selected the same number of
times. Therefore we include these in the next feature set together so that the
fourth feature set contains the features ranking one through six. In this manner
we create 36 feature sets, where each set is a complete subset of all the larger
feature sets.

Using each of these feature sets, we perform a dementia screening experiment
as described above, using a leave-one-person-out cross-validation and a Gaussian
classifier. Again we use UAR to evaluate the experiments. The results of these
experiments are shown in Figure 3. The feature sets that we have obtained from
the forward feature selection clearly outperform feature sets of the same size
obtained by mutual information or ANOVA feature selection [33, 31]. We see
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Fig. 3. Results using the feature sets inferred from the forward feature selection. The
dotted line represents chance level at UAR = 1/3

very good results for one feature at 0.756 UAR and for sets of two to twelve
features with equal results at 0.815 UAR. There is a further slight improvement
in performance: Using feature sets of 16 and 17 features, the experiment achieves
its maximal UAR of 0.819. These feature sets contain the sixteen and seventeen
most commonly selected features, respectively. In the 16-feature-set each feature
was selected at least 37 times, the 17-feature-set includes one more feature which
was selected 36 times. Both feature sets contain i-vector, conversational POS,
LIWC and written POS type features. As the feature set dimensionality increases
further, the results deteriorate dramatically to results at or below chance level
when the feature set includes features that the forward selection selected in less
than five folds.
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Fig. 4. Confusion matrix for the result of 0.819 UAR using 16 or 17 features.

Figure 4 shows a confusion matrix for this best result of UAR 0.819, which
is the same for both the 16- and 17-feature set. The confusion matrix shows
the enhanced performance over our previous results [33, 31] very clearly. The
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confusions between all classes have been reduced, all participants with AD have
been classified correctly and there are no more confusions between participants
with AACD and participants with AD.

6 Conclusions

The increasing numbers of elderly people who need to be screened for dementia
require automatic highly accurate approaches to support clinicians in making
dementia diagnoses. We developed a fine-grained set of 429 features of three
acoustic and twelve linguistic feature types. Using this high number of features
with our set of 98 interviews we cannot expect to train a robust classifier. There-
fore we need to select which features to use in dementia screening. Investigating
the results of a forward feature selection we show that both acoustic and lin-
guistic features are included in the best feature sets and that the value ranges
of the most commonly selected features indicate that these are good selections.
Inferring feature sets of the most commonly selected features, we obtain the
best result at 0.819 UAR with 16- and 17-dimensional feature sets. We also get
very good results with two (one acoustic and one linguistic) features. This result
far outperforms our previous results and is an important step towards highly
accurate screening for dementia based on speech.
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