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Approaches to the Evaluation of DH Research 
Processes	
	 The	 documentation	 of	 digital	 research	 processes	
has	been	a	heavily	discussed	topic	for	some	years	now.	
It	is	most	often	addressed	by	the	term	provenance.	In	
most	cases,	provenance	data	 is	created	 to	record	 the	
chain	of	production	of	digital	research	results,	in	order	
to	 increase	 transparency	 in	 research	 and	make	 such	
results	reproducible.	
	 In	more	recent	times,	a	slightly	different	version	of	
this	topic	has	appeared	in	the	field	of	digital	humani-
ties.	Accordingly,	digital	research	processes	are	mod-
eled	and	documented	with	the	aim	to	identify	method-
ologies	and	practices	of	digital	research	in	the	arts	and	
humanities	on	a	broader	scale.	Two	models	have	been	
introduced	in	this	respect.	One	is	the	Scholarly	Domain	
Model	(SDM)	(Gradmann	et	al,	2015)	the	other	is	the	
NeDiMAH	Method	Ontology	(NeMO)	(Constantopoulos,	
Dallas,	and	Bernadou,	2016).	Both	models	provide	for-
mal	 semantics	 for	 the	 description	 of	 research	 pro-
cesses	as	well	as	for	their	methodological	evaluation.	
	 The	 project	 environment	 in	 which	 these	 models	
were	defined	was	dominated	by	European	infrastruc-
ture	projects,	specifically	DARIAH	in	the	case	of	NeMO	
and	Europeana	 in	 the	case	of	SDM.	Accordingly,	 such	
models	aim	to	identify	user	needs	and	the	qualitative	
use	of	infrastructure	services	as	a	first	priority.	How-
ever,	 it	 is	 also	 easily	 possible	 to	 refer	 to	 them	 in	 a	
broader	perspective	of	laboratory	research	and	science	
studies.	For	the	case	of	the	digital	humanities	commu-
nity	such	a	perspective	corresponds	with	this	commu-
nity's	wish	 to	 develop	 a	 unique	methodological	 self-
awareness.	
	 Upon	closer	observation,	the	two	models	take	up	a	
different	approach	to	accomplish	their	goals.	In	terms	
of	NeMo,	applications	of	the	model	describe	research	

processes	after	they	have	taken	place.	In	contrast,	SDM	
makes	 reference	 to	 the	 concept	of	 "modeling	 for"	by	
Clifford	Geertz	and	describes	research	processes	in	ad-
vance.	
	 Such	difference	calls	for	a	more	concise	evaluation	
of	 the	 terminology	 that	 was	 used	 before.	 In	 the	 re-
search	 literature	 three	 concepts	 are	 used	 to	 distin-
guish	between	three	possible	viewpoints	from	which	
research	 processes	 can	 be	 described	 (Hunter	 2006).	
These	 concepts	 are:	 workflow,	 provenance	 and	 line-
age.	As	it	has	been	indicated	in	the	evaluation	of	SDM	
and	 NeMO	 the	 difference	 of	 these	 viewpoints	 is	
marked	by	the	place	in	time	from	which	they	look	at	a	
research	 process.	 As	 such,	 it	 is	 also	 possible	 to	 call	
these	 concepts	 “prescribing”,	 “inscribing”,	 and	 “de-
scribing”.	
	 In	 accordance	with	 this	 systematization	 SDM	 de-
fines	workflows	while	NeMO	presents	lineages.	What	
is	missing	however,	is	real	provenance	data	that	is	cre-
ated	and	modeled	in	order	to	systematically	evaluate	
digital	 humanities	 practices.	 More	 specifically,	 this	
means	data	which	is	recorded	during	the	research	pro-
cess.	The	main	goal	of	this	presentation	is	to	introduce	
an	approach	for	how	such	provenance	data	can	be	cre-
ated	 and	modeled	 meaningfully	 to	 reach	 its	 goal	 by	
way	of	example.	The	example	 is	the	Wissensspeicher	
at	 the	 Berlin-Brandenburg	 Academy	 of	 Sciences	 and	
Humanities.	The	Wissensspeicher	connects	all	digital	
resources	of	 the	academy	 in	a	way	 that	 lets	 the	user	
interact	not	 just	with	metadata	but	with	parts	of	 the	
content	itself.	The	work	which	will	be	presented	is	part	
of	the	evaluation	phase	of	the	DARIAH-DE	project	that	
started	in	March	2016.	
	 When	 evaluating	 research	 practices	 provenance	
data	has	some	advantages	in	comparison	to	workflow	
or	lineage	data.	On	the	one	hand,	it	is	easier	to	obtain	
very	detailed	data.	On	the	other	hand,	semantic	impli-
cations	which	might	predefine	the	results	of	the	evalu-
ation	are	less	necessary.	For	instance,	in	the	SDM	pri-
mer	 the	 concept	 of	 annotating	 exists	 before	 it	 is	 ap-
plied	 to	 an	 activity	 in	 a	 specific	 situation.	 In	 conse-
quence,	research	results	about	digital	annotation	prac-
tices	are	biased.	They	depend	on	personal	decisions	of	
someone	who	classifies	activities	as	annotating,	or	on	
a	normative	concept	of	annotating.	For	the	identifica-
tion	of	new	research	practices	in	digital	environments,	
both	 aspects	 are	 problematic.	 Provenance	 data	 does	
not	have	the	same	risk	because	it	is	mostly	created	be-
fore	classification	takes	place.	The	only	aspect	which	is	
predefined	 is	 the	 fact	 that	 recordable	 actions	 take	
place	and	that	these	actions	form	part	of	a	broader	re-
search	context.	



	 Nevertheless,	the	implementation	of	technological	
solutions	for	the	creation	of	provenance	data	in	these	
circumstance	is	more	complicated	than	in	common	sit-
uations	 where	 provenance	 data	 is	 created.	 It	 is	 not	
enough	to	record	which	software	component	modifies	
a	digital	resource	at	a	certain	point	of	time	as	it	hap-
pens	in	e-science.	The	“resource”	is	the	research	pro-
cess	itself,	the	actions	take	place	on	multiple	levels	and	
such	actions	are	carried	out	not	only	by	software	but	
also	by	humans.	

User Activity Analysis and Digital Humani-
ties Research Processes 
	 In	 fact,	 there	 is	 one	 field	 of	 research	 which	 ad-
dresses	a	comparable	situation	and	 this	 field	 is	user	
activity	 analysis.	 In	 user	 activity	 analysis,	 human-
computer-interaction	is	recorded	in	order	to	evaluate	
the	 user	with	 respect	 to	 a	 specific	 research	 interest.	
The	approach	 is	used	 in	areas	 like	e-commerce	 and	
online	 social	 networks	 research	 in	 order	 to	 create	
services	 like	 recommendation	 systems	 (Plumbaum,	
Stelter,	and	Korth	2009)	or	to	analyze	social	behavior	
(Dang	et	al.	2016).	There	are	few	examples	of	user	ac-
tivity	analysis	in	academic	digital	environments.	Suire	
et	al.	(2016)	use	this	approach	in	the	cultural	heritage	
domain	while	Vozniuk	et	al.	(2016)	applies	it	to	model	
learning	processes	in	e-learning	environments.	
	 Having	 said	 that,	 no	 ready-made	 solution	 exists	
which	 can	 be	 easily	 used	 in	 the	 present	 context.	 In-
stead	 different	 approaches	 to	 user-activity	 analysis	
have	to	be	evaluated	in	order	to	decide	which	ones	can	
be	adopted.	Nevertheless,	under	the	circumstances	of	
evaluating	 digital	 research	 practices	 these	 decisions	
remain	contingent.	Digital	research	takes	place	in	very	
different	 digital	 environments	 and	 under	 different	
conditions.	Thus,	in	every	situation	in	which	digital	re-
search	practice	should	be	evaluated	a	different	selec-
tion	from	the	existing	set	of	options	might	be	the	best.	
An	 overview	 of	 these	 options	will	 be	 published	 in	 a	
DARIAH-DE	report	in	the	future.	
	 The	advantage	of	 the	Wissensspeicher	use-case	 is	
the	 fact	 that	 it	 is	 a	web	platform–	most	user	activity	
analysis	takes	place	on	websites	and	in	web	environ-
ments.	There	are	two	major	tasks	which	need	to	be	dis-
tinguished.	The	first	task	is	user	activity	tracking	and	
concerns	how	the	data	 is	created.	The	second	task	 is	
the	 actual	 analysis.	 It	 demands	 to	 evaluate	 in	which	
sense	 the	 created	 data	 constitute	meaningful	 events	
and	how	to	make	sense	out	of	these	events.	

 
 

Use-Case: Wissensspeicher	
	 The	 Wissensspeicher	 implements	 user	 activity	
tracking	by	combining	three	different	strategies:	http-
request	logging,	browser-event	parsing	and	user	anno-
tations.	 Http-requests	 are	 logged	 by	 virtue	 of	 the	
Django	request	object	and	the	logger	library	in	the	Py-
thon	Django	app	that	creates	the	website.	Thereby	re-
quest	information	can	be	pre-processed	when	it	is	de-
tected.	When	a	page	is	loaded	in	the	browser	a	JavaS-
cript	client	registers	event	listeners	for	page	elements	
and	certain	user	actions.	Each	event	that	 is	triggered	
causes	the	client	to	parse	relevant	information	in	the	
DOM	of	the	HTML	including	microdata	which	has	been	
created	in	the	Django	app	in	advance.	Additionally,	the	
user	 is	 able	 to	 directly	 give	 feedback	 in	 some	 situa-
tions.	The	created	data	 is	stored	 in	a	MongoDB	data-
base.	

	 User	 activity	 analysis	 is	 also	 realized	 by	 virtue	 of	
three	steps.	In	a	certain	way	these	steps	resemble	the	
three	 angles	 of	 workflow,	 provenance	 and	 lineage.	
First,	 events	 are	 evaluated	 in	 a	 so	 called	 task	model.	
This	 task	model	describes	 ideal	sequences	of	actions	
and	user	goals	as	conceived	by	the	project	employees.	
Second,	users	are	evaluated	by	applying	the	thinking	
aloud	technique	from	the	field	of	usability	testing.	Fi-
nally,	existing	data	will	be	evaluated	to	 identify	com-
mon	event	sequences	by	computing	its	clusters.	A	sys-
tematization	of	the	results	from	these	evaluations	will	
enables	 researchers	 to	 associate	 certain	 meanings	
with	events	in	such	a	way	that	the	data	can	be	analyzed	
to	 permit	 insights	 into	 research	 practices	within	 the	
use	case.	
A Dialogue of Approaches 
	 This	presentation	will	summarize	activities	to	eval-
uate	research	practices	and	methods	in	the	digital	hu-
manities.	It	will	outline	a	unique	and	complementary	
approach	and	indicate	how	this	approach	can	be	used	
in	 conjunction	 with	 existing	 digital	 humanities	 re-
search	practices.	 Finally,	 the	 implementation	 and	 re-
sults	will	be	described	up	to	the	point	that	such	results	
are	 present	 after	 two-thirds	 of	 the	 project	 time	 has	
elapsed.	
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