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Introduction 

The	Industrial	Memories	project	aims	for	new	dis-
tant	(i.e.,	text	analytic)	and	close	readings	(i.e.,	wit-
nessing)	of	the	2009	Ryan	Report,	the	report	of	the	
Irish	Government’s	investigation	into	abuse	at	Irish	
Industrial	Schools.	The	project	has	digitised	the	Re-
port	and	used	techniques	such	as	word	embedding	
and	automated	text	classification	using	machine	
learning	to	re-present	the	Report’s	key	findings	in	
novel	ways	that	better	convey	its	contents.	The	
Ryan	Report	exposes	the	horrific	details	of	system-
atic	abuse	of	children	in	Irish	industrial	schools	be-
tween	1920	and	1990.	It	contains	2,600	pages	with	
over	500,000	words	detailing	evidence	from	the	9-
year-long	investigation.		However,	the	Report’s	nar-
rative	form	and	its	sheer	length	effectively	make	
many	of	it	findings	quite	opaque.	The	Industrial	
Memories	project	uses	text	analytics	to	examine	the	
language	of	the	Report,	to	identify	recurring	pat-
terns	and	extract	key	findings.	The	project	re-
presents	the	Report	via	an	exploratory	web-based	
interface	that	supports	further	analysis	of	the	text.	
The	methodology	outlined	is	scalable	and	suggests	
new	approaches	to	such	voluminous	state	docu-
ments.	 	

Method 
A	web-based	exploratory	interface	was	designed	

to	 enable	 searching	 and	 analysis	 of	 the	 contents	 of	
the	Report	represented	within	a	relational	database.	
The	 relational	 structure	 detailed	 the	 categories	 of	
knowledge	 contained	 in	 the	 Report	 along	with	 key	
information	extracted	 from	the	 text	 (Figure	1).	The	
Ryan	Report	 is	 composed	of	paragraphs	containing	

an	 average	 of	 87	 words.	 These	 paragraphs	 were	
represented	 as	 database	 instances	 and	 annotations	
detailing	semantic	content	were	 linked	through	the	
relational	structure.	Named	entities	were	automati-
cally	extracted	using	NLTK	(Looper	and	Bird,	2002).			

 
 Figure 1: Knowledge Database Relational Structure 

Classifying Paragraphs into Different 
Knowledge Categories   

The	 Ryan	 Report	 describes	 key	 elements	 of	 an	
enduring	system	of	abuse	 that	operated	 in	 Irish	 in-
dustrial	 schools.	 Its	 paragraphs	 tend	 to	 focus	 on	
particular	topics,	allowing	them	to	be	classified	and	
annotated.		For	instance,	some	cover	the	extent	and	
nature	 of	 abuse,	 others	 present	witness	 testimony,	
report	 on	 institutional	 oversight	 or	 on	 how	 clergy	
were	moved	from	one	school	to	another	in	response	
to	allegations.	By	classifying	paragraphs	in	terms	of	
these	 high-level	 knowledge	 categories	 it	 becomes	
easier	 to	put	 a	 shape	on	many	of	 the	 report’s	 find-
ings	and	to	analyse	it	to	provide	new	readings.		

Some	of	these	paragraph-categories	were	identi-
fied	using	automated	text	classification.	Others	were	
extracted	 using	 a	 rule-based	 search	 (e.g.,	 excerpts	
on	institutional	oversight).	In	building	classification	
models,	a	variety	 feature	sets	were	examined	using	
a	 random	 forest	 classifier	 along	 with	manually	 se-
lected	test	data.	A	bag-of-words	approach	to	feature	
selection	yielded	results	that	were	over-fitted	due	to	
the	small	samples	of	training	data.	However,	feature	
selection	 based	 on	 context-specific	 semantic	 lexi-
cons	generated	from	a	sample	of	seed-words	using	a	
word	embedding	algorithm	was	found	to	yield	accu-
rate	 results.	 Lexicons	 were	 generated	 using	 the	
word2vec	 algorithm	 developed	 by	 Mikolov	 (2013)	
following	 an	 approach	 identifying	 synonyms	 out-
lined	by	Chanen	(2016).		

Movements of Staff and Clergy (Transfer Par-
agraphs) 

An	 important	 paragraph-category	 covers	 those	
dealing	with	the	Catholic	Church’s	response	to	alle-
gations	of	abuse.		The	typical	response	to	discovered	
abuse	was	to	transfer	clergy	from	one	institution	to	
another,	 only	 for	 the	 abuse	 to	 re-occur	 (e.g.,	 “…Br	
Adrien	was	 removed	 from	Artane	and	 transferred	 to	
another	 institution...”	 (CICA	 Vol.	 1,	 Chapter	 7,	 Para-



graph	829)).	 Such	 transfers	 are	 described	 in	 many	
different	ways	in	language	that	often	obscures	what	
was	 happening	 (e.g.,	 transfers	 out	 of	 the	Order,	 ef-
fectively	 sackings,	 are	 described	 as	 “dispensations	
to	 be	 released	 from	 vows”).	We	 carried	 out	 a	 “by-
hand”	 analysis	 to	 find	 transfer-paragraphs	 using	
verb-searches	and	then	expanded	this	set	using	ma-
chine-learning	classifiers.		

Initial	 readings	 of	 the	Report	 suggested	 a	 set	 of	
verbs	 frequently	 used	 to	 describe	 the	 transfer	 of	
staff	 and	 clergy,	 including	 ‘transfer’,	 ‘dismiss’,	 and	
‘sack’.	 The	 highest-ranking	 similar	 words	 reoccur-
ring	 over	 five	 word2vec	 models	 were	 then	 identi-
fied.	 Features	 based	 on	 this	 lexicon,	 along	 with	
names	 of	 schools	 and	 clergy	 were	 extracted	 from	
250	 training	 examples	 (Table	 1).	 A	 classification	
model	then	classified	unseen	text	from	the	Report.			

 
Table 1: Optimal Features Extracted from Report Identify-

ing Witness Testimony 
Witness Testimony (Witnessing Paragraphs) 
	 Witness	testimonies	in	the	Ryan	Report	are	indi-
cated	through	reporting	verbs	and	structural	speech	
markers	 (e.g.,	 punctuation).	 Using	 these	 features,	
Schlör	et.	al.	(2016)	gained	accuracy	of	84.1	percent	
in	automatically	classifying	direct	speech.	Reporting	
verbs	 in	 the	 Ryan	 Report	 are	 often	 specific	 to	 its	
context	such	as	apology,	allegation	or	concession.	To	
extract	 these	 from	 the	 text,	 highest-ranking	 similar	
words	 across	 multiple	 word	 embedding	 models	
were	identified	based	on	seed	terms	generated	from	
WordNet,	 ‘said’,	 ‘told’	and	 ‘explained’.	The	resulting	
context-specific	synonyms	combined	with	WordNet	
synonyms	 formed	 a	 lexicon	 of	 reporting	 verbs	 tai-
lored	to	the	language	of	the	Report	(Table	2).	A	clas-
sification	model	was	developed	using	these	features	
along	with	punctuation	information	using	500	train-
ing	examples.		

 
Table 2: Context Specific Synonyms Using Word Embed-

ding 

Descriptions of Abusive Events (Abuse Para-
graphs) 
 To	 evaluate	 the	 scale	 of	 abuse	 throughout	 the	
industrial	 school	 system,	 excerpts	 from	 the	 Report	
detailing	 abusive	 events	 were	 extracted.	 The	 lan-
guage	describing	abuse	 incorporates	a	broad	range	
of	 linguistic	 features.	 A	 set	 of	 seed-words	 from	
which	to	base	a	semantic	lexicon	for	feature	extrac-
tion,	was	not	 immediately	 apparent	on	 reading	 the	
Report.	 A	 support	 vector	 machine	 algorithm	 was	
therefore	 used	 to	 extract	 the	 most	 discriminative	
features	based	on	a	sample	set	of	200	paragraphs.		

Analysis	 of	 the	 support	 vectors	 showed	 that	
terms	 distinguishing	 excerpts	 describing	 abuse	
formed	 five	categories:	abusive	actions,	body	parts,	
emotions	 engendered	 in	 the	 victims,	 implements	
and	names	of	staff	and	clergy.	 	Sample	words	asso-
ciated	with	 each	 category	were	 then	 used	 as	 seed-
words	 to	 generate	 word	 embedding	models	 to	 ex-
tract	similar	terms	from	the	Report.	Features	based	
on	these	five	lexicons,	combined	with	names	of	cler-
gy	and	staff	were	then	used	to	generate	a	predictive	
model	of	abusive	events.		

Findings and Conclusions 
This	 research	 demonstrates	 how	 word	 embed-

ding	can	be	used	to	compile	context-specific	seman-
tic	lexicons	to	extract	features	for	text	classification.	
These	 features	 allowed	 paragraphs	 for	 each	
knowledge	 category	 to	 be	 automatically	 classified	
based	on	manually	selected	training	data.	

 
Table 3: Total Number of Classified Paragraphs  

The	performance	of	 classifiers	was	evaluated	using	
10-fold	 cross-validation	 on	 the	 training	 data	 and	
showed	 high	 levels	 of	 accuracy	 in	 categorisations	
(Table	4).		
	

 
Table 4: Performance on Training Data: Random Forest 

Classifier. Weighted Average Results Using 10-fold Cross-
Validation 

	
The	 classification	 models	 were	 applied	 to	 unseen	
data	 and	 performance	 evaluated	 by	 manually	 in-
specting	 classifications	 of	 600	 randomly	 selected	



excerpts	 from	 the	 Report	 as	 shown	 in	 Table	 5.	
Though	overall	accuracy	 levels	 remained	high,	pre-
cision	of	the	classifications	did	fall	somewhat,	espe-
cially	in	relation	to	identifying	speech	and	transfers.	
	

 
Table 5: Performance on Unseen Text: Classification of 

Report Evaluated on Random Samples 

Error	 analysis	 showed	 that	 incorrectly	 classified	
excerpts	 (false	 positives	 and	 negatives)	were	 com-
monly	those	where	the	meaning	of	the	language	was	
subtle	or	vague.	Paragraphs	incorrectly	classified	as	
quoted	speech	 for	 instance,	were	 in	 fact	quotations	
from	 letters	 and	 diary	 entries.	 Unidentified	 speech	
excerpts	all	consisted	of	short	quoted	phrases.		

Transfers	of	clergy	were	reliably	detected.	How-
ever,	 there	was	a	high	rate	of	 false	positives	due	to	
the	fact	that	the	transfer	of	children	throughout	the	
school	 system	 is	 described	 using	 similar	 language	
(e.g.	 “The	witness	 remembered	…	when	he	was	 leav-
ing	Artane	at	nine	years	of	age...”	 (CICA	Vol.	1,	Ch.	7,	
Paragraph	 466)).	 Classifying	 excerpts	 describing	
abuse	yielded	few	false	positives	but	it	also	returned	
the	 highest	 levels	 of	 false	 negatives.	 In	 these	 in-
stances,	 references	 to	 abuse	 was	 subtle	 or	 ad-
dressed	emotional	abuse.	As	such,	 it	was	necessary	
to	manually	filter	results.		
	 This	 paper	 has	 demonstrated	 that	 machine	
learning	can	be	used	to	classify	text	based	on	a	lim-
ited	number	of	examples,	when	used	in	conjunction	
with	 word	 embedding	 to	 generate	 context-specific	
semantic	lexicons.	Re-presenting	the	Ryan	Report	in	
the	 form	of	a	 relational	database	with	a	web-based	
exploratory	 interface	has	 facilitated	comprehensive	
analysis	of	the	Report,	and	has	exposed	new	insights	
about	 the	dynamics	of	 the	 system	of	 child	abuse	 in	
Irish	 industrial	 schools.	 In	 reformulating	 how	 the	
Ryan	 Report	 can	 be	 presented,	 this	 research	 pre-
sents	a	scalable	approach	to	digital	analysis	of	state	
reports.	
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