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Overview 

Jean Guy Meunier and Louis Chartrand  

Many	DH	projects	call	upon	computer	tools	for	de-
scriptive	and	analytic	purposes:	lexicon	statistics,	con-
cordances,	 parsers,	 descriptive	 statistics,	 classifica-
tions,	topic	modeling,	annotations,	automatic	summa-
rization,	 visualization	 tools,	 etc.	 They	 have	 been	
mainly	applied	to	literary,	political,	journalistic,	or	oth-
erwise	 mediatic	 corpuses.	 However,	 less	 work	 has	
been	done	on	philosophical	corpuses,	or	corpuses	that	
have	been	tailored	for	the	ends	of	philosophical	inves-
tigation.	

Computational	 approaches	 specialized	 for	 highly	
theoretical	 and	 abstract	 texts	 have	 proved	 their	 effi-
ciency	 in	 various	domains,	 particularly	 in	 those	per-
taining	to	the	encoding,	curation	and	presentation	of	
textual	data	(e.g.	digitization,	web	publishing,	author-
ship	analyses,	etc.).	These	successes	open	avenues	for	

more	 complex	 tools	 and	methods	 to	 study	 linguistic	
features	 which	 are	 not	 directly	 observable,	 such	 as	
narratives,	themes	and	concepts.	

Concepts,	in	particular,	constitute	a	key	issue,	given,	
on	one	hand,	the	polysemy	of	the	concept	of	concept,	
and,	on	the	other	hand,	its	widespread	use	in	philoso-
phy	 and	 other	 disciplines.	 A	 conceptual	 analysis	 is	 a	
process	through	which	we	decompose	and	thus	eluci-
date	the	meaning	of	a	concept.	While	it	is	traditionally	
practiced	 from	 the	 armchair,	 concepts’	meanings	 are	
reflected	 in	 the	 texts	 where	 they	 are	 expressed.	 As	
such,	the	development	of	methods	and	approaches	to	
computer-assisted	 conceptual	 analysis	 of	 texts	
(CACAT)	has	the	potential	to	make	conceptual	analysis	
more	 precise,	 more	 reliable,	 more	 exhaustive	 and	
more	inclusive.	

These	new	challenges	call	 for	an	appropriation	of	
modern	 computational	 tools	 which	 have	 demon-
strated	their	potential	at	discovering	such	entities	for	
natural	 language	 processing.	 The	 last	 two	 decades	
have	seen	 important	developments	 in	 computational	
linguistics	 and	 in	machine	 learning	which	 have	 ena-
bled	 researchers	 to	 detect	 and	 manipulate	 various	
complex	features	of	textual	data.	Complex	objects	such	
as	entities,	events,	topics,	arguments,	or	syntactic	and	
discourse	relations	can	now	be	detected	and	studied.	
Progress	 in	modelling	and	 learning	approaches	 from	
fields	like	probabilistic	modeling	and	neural	networks	
have	made	it	possible	to	represent	complex	represen-
tations	between	various	latent	and	explicit	textual	fea-
tures,	and	to	learn	them	in	efficient	ways.	Because	they	
capture	different	aspects	of	concepts,	including	those	
which	appear	to	be	latent	or	implicit,	the	innovations	
could	open	new	and	exciting	horizons	for	conceptual	
analysis.	

In	order	to	exploit	this	potential,	digital	humanists	
must	 participate	 in	 the	 conception	 of	 the	 aforemen-
tioned	 innovations.	 The	 humanities	 have	 problems	
and	conceptual	 tools	of	 their	own,	which	differ	 from	
those	of	computer	scientists,	and,	as	such,	ought	to	be	
enunciated	and	translated	into	tasks	for	algorithms	to	
fulfill.	On	the	other	hand,	computational	approaches	to	
conceptual	 analysis	 pose	 specific	 problems,	 which	
must	be	addressed	as	new	methods	are	developed:	in-
determinacy	 of	 the	 nature	 of	 a	 concept	 and	 of	 the	
method	of	analysis,	complexity	in	the	relation	between	
and	 among	 concepts,	 diversity	 of	 interpretations,	 in-
certitude	 in	 the	 evaluation	 schemes,	 limited	 set	 of	
computation	 tools	 to	 explore	 conceptual	 structures,	
shallowness	of	visualization	tools,	etc.	These	difficul-
ties	call	for	work	from	social	scientists	and	humanists.	



Our	aim	in	this	session	is	to	give	an	overview	of	the	
challenges,	avenues	and	opportunities	 that	are	shap-
ing	CACAT’s	development.	Each	paper	plays	a	specific	
role	within	this	session,	so	that	information	in	one	pa-
per	 may	 serve	 as	 context	 for	 another.	 Jean-Guy	
Meunier’s	paper	reviews	the	challenges	facing	CACAT,	
serving	as	context	for	the	papers	that	follow.	Mathieu	
Valette’s	paper	(which	will	be	moved	to	second	place)	
expands	on	this	topic.	Drawing	on	the	study	of	concept	
formation	 in	 philosophy	 of	 science,	 he	 offers	 a	 criti-
cism	on	the	concept	of	concept,	proposes	an	alterna-
tive	and	draws	the	implications	for	the	relationship	be-
tween	 concepts	 and	 their	 concrete	 expressions	 in	
texts.	In	working	to	bridge	the	gap	between	the	philo-
sophical	conceptual	analysis	in	texts	and	modern	tech-
niques	of	computational	linguistics,	these	two	papers	
work	from	the	conceptual	analysis	pole.	The	following	
two	 papers,	 by	 Louis	 Chartrand	 and	 Jackie	 Cheung,	
work	from	the	computational	linguistic	pole,	present-
ing	models	and	techniques	which	have	the	potential	of	
addressing	the	challenges	of	CACAT.	The	final	paper,	by	
Marie-Noëlle	 Bayle,	 is	 a	 recent	 application	 of	 CACAT	
that	exemplifies	its	potential	in	discovering	implicit	di-
mensions	to	a	concept.	

Modelling Computer assisted conceptual 
analysis in text (CACAT) 
Jean-Guy Meunier 

Conceptual	analysis	paradigms	
In	many	fields	of	scientific	research,	be	they	social	

sciences,	 natural	 sciences	 or	 even	 professional	 prac-
tices,	 abstract	 or	 highly	 theoretical	 concepts	 are	 ex-
plored	 to	 discover	 their	 content	 and	 deepen	 the	
knowledge	they	embed.	However,	there	is	no	consen-
sus	on	the	nature	of	a	concept	or	on	the	methodology	
to	analyze	them.	For	example,	how	would	one	proceed	
in	analyzing	the	concept	of	Evolution	in	Darwin’s	writ-
ings?	Three	radically	different	paradigms	parameter-
ize	the	methodology:	philosophical,	linguistic	and	cog-
nitive.	

In	the	philosophical	paradigm,	concepts	are	identi-
fied	 to	 the	meaning	 of	 predicative	words.	 For	 some,	
their	 analysis	 aims	 at	 finding	 the	 conditions	 (neces-
sary,	 sufficient,	 fuzzy,	 etc.)	 under	which	 these	words	
refer	to	objects,	events	or	actions	in	a	possible	or	ac-
tual	world.	For	others,	analysis	consists	mainly	of	iden-
tifying	the	sense	or	intention	of	these	words	as	related	
to	 the	epistemic	or	metaphysical	conditions	 for	 their	
understanding.	 Finally,	 for	 some	 others,	 an	 analysis	
should	consider	the	use	and	context	(linguistic,	social	
or	other)	of	these	words.	Hence,	in	this	philosophical	

paradigm,	 conceptual	 analysis	 becomes	 a	 sort	 of	
logico-pragmatic	analysis	of	the	meaning	of	words.	In	
our	 Darwin	 example,	 this	 paradigm	would	 therefore	
ask	what	are	the	meaning	conditions	of	the	word	evo-
lution	when	Darwin	uses	it.	

In	the	linguistic	paradigm,	concepts	are	also	related	
to	the	meaning	of	words.	For	the	Saussurian	structur-
alists	a	concept	is	the	core	meaning	embedded	in	the	
structure	of	the	signified	(le	signifié)	of	words.	For	the	
neo-structuralists,	 the	generativists	and	 the	cognitiv-
ists,	a	concept	is	also	equated	to	the	semantic	content	
of	predicative	linguistic	expression,	and	meaning	is	un-
derstood	as	a	complex	set	of	semantic	properties	(fea-
tures,	relations,	frames,	nets,	etc.,)	underlying	isolated	
words	 or	 their	 position	 in	 sentences	 and	 discourse.	
Here,	 conceptual	 analysis	 becomes	 identified	 with	
classical	 semantic	 analysis	 of	 words.	 In	 Darwin’s	
works,	the	analysis	would	explore	the	semantics	prop-
erties	 of	 the	 English	word	 evolution:	 for	 instance,	 it	
would	study	its	lexical	content,	its	synonyms,	its	topics,	
is	semantic	nets,	etc.	

In	the	cognitive	paradigm,	concepts	are	the	results	
of	cognitive	or	mental	operations.	For	psychology,	they	
are	seen	as	a	sort	of	cognitive	categorization.	For	the	
analytical	and	hermeneutic	traditions	of	philosophy	of	
mind,	they	are	mental	states	or	world	representations.	
Conceptual	analysis	consists	then	in	exploring	how	se-
miotic	 or	 linguistic	 forms	 embed	 categories,	 inten-
tions,	 conceptual	 spaces,	beliefs,	mental	 states,	Welt-
anschauung,	etc.	Hence	conceptual	analysis	bears	re-
semblance	to	an	exploration	of	cognitive	operations	or	
states:	 representing,	 categorizing,	 reasoning,	 argu-
menting,	entailing,	etc.	In	our	analysis	of	Darwin,	this	
cognitive	 paradigm	 would	 focus	 the	 analysis	 on	 the	
mental	 operations	 underlying	 the	meaning	 of	 evolu-
tion.	How	is	this	category	of	mental	representation	ac-
quired,	built	reasoned	on,	argued,	etc.?	

Choosing	a	paradigmatic	methodology	 for	analyz-
ing	concept	is	difficult,	then,	because	not	one	of	them	
is	 canonical.	 Conceptual	 analysis	 becomes	 an	 even	
more	 acute	 problem	 when	 computations	 are	 intro-
duced	in	the	methodology.	The	level	of	complexity	of	
the	task	is	so	high	that	is	not	obvious	how	a	computer	
assisted	 conceptual	 analysis	 of	 text	 (CACAT)	 project	
can	be	realized.	Should	it	be	computer-tool-driven	or	
model-driven?	

Tool	driven	approaches	
The	 first	 type	 of	 approach	 is	 tool-driven.	 Once	 a	

methodology	 inspired	 by	 one	 of	 the	 paradigms	 pre-
sented	 above	 is	 chosen,	 its	 practitioners	 use	 some	
computer	programs	already	built	and	inserts	them	in	



appropriate	moments	of	the	analysis	procedure.	Many	
computer	tools	for	this	task	actually	exist.	

A	first	set	of	tools	focuses	on	the	lexical	expressions	
of	a	concept.	The	most	classical	ones	are	concordanc-
ers,	 collocation	 and	 lexical	 analysers,	 taggers,	 etc.	
These	tools	explore	the	lexical	properties	and	contexts	
of	 one	 or	 a	 few	 canonical	 predicates,	 expressing	 the	
specific	 concept	 to	 be	 analyzed.	 The	 limits	 of	 these	
types	of	tools	lie	in	their	underlying	design	hypothesis:	
a	conceptual	content	is	to	be	explored	through	specific	
canonical	expressions.	Such	a	hypothesis	restricts	the	
exploration	of	the	conceptual	content	to	one	or	a	spe-
cific	number	of	predicates.	This	is	problematic,	for	as	
we	know,	concepts	can	be	expressed	in	language	in	a	
myriad	of	ways.	For	example,	 it	would	be	very	prob-
lematic	to	restrict	Darwin’s	concept	of	evolution	to	the	
analysis	 of	 the	 word	 evolution	 alone.	 Secondly,	 they	
may	produce	results	that	are	 larger	than	the	original	
text.	This	is	the	case	of	the	concordance	of	the	concept	
of	 Esse	 in	 the	Thomas	 Indexicus.	 Finally,	 sometimes,	
the	opposite	happens.	These	tools	may	deliver	only	a	
fraction	of	the	overall	textual	segments	or	word	collo-
cations	 whose	 content	 is	 pertinent.	 For	 instance,	 in	
Darwin	only	uses	a	 few	dozen	 times	 the	 lexical	 form	
evolution.	Hence	concordance,	collocation,	etc.	on	such	
a	 small	 sample	 are	not	 very	 fruitful	 for	 a	 conceptual	
analysis.	

A	second	set	of	tools	highly	influenced	by	classical	
AI	approaches	focuses	on	natural	language	processing	
(NLP).	These	tools	are	sensitive	to	various	meaning	as-
pects	of	words,	such	as	their	semantic	definition,	their	
encyclopedic,	pragmatic	discursive	content,	etc.	They	
promise	to	deliver	finer	results	for	a	conceptual	analy-
sis.	But	these	tools	also	have	limits.	Their	underlying	
hypothesis	is	that	these	semantic,	pragmatic	and	ency-
clopedic	 information	 added	 in	 the	 grammar	 and	 the	
lexicon	 will	 enhance	 the	 exploration	 of	 conceptual	
content.	Unfortunately,	the	added	information	has	of-
ten	been	collected	from	common	and	ordinary	seman-
tic	 knowledge	 of	 shared	 language	 usages.	 Such	 tools	
will	then	often	tend	to	identify	already	known	proper-
ties	belonging	to	this	common	information	about	the	
lexical	conceptual	word	under	inquiry.	And	most	of	the	
time,	it	will	ignore	the	properties	that	precisely	are	the	
one	that	are	specific	to	the	concepts	analyzed	mainly	
when	they	are	original,	and	belong	to	a	reflexive,	crea-
tive	literary	or	reflexive	discursive	process,	etc.	These	
semantic	properties	would	not	be	part	of	the	common	
doxastic	 conceptual	 content.	 For	 instance,	 a	 philoso-
phy	scholar	using	such	types	of	tools	would	not	be	very	

satisfied	in	discovering	that	Darwin’s	concept	of	evolu-
tion	 is	a	name	meaning	an	action	of	 the	 type	change	
and	applied	to	the	object:	natural	species.	

Recently,	a	last	set	of	tools	that	are	more	mathemat-
ically	grounded,	such	as	neural	net	and	Bayesian	clas-
sification,	 vector	 semantics,	 machine	 learning,	 deep	
learning,	etc.,	have	become	appealing	and	are	used	in	
language	processing,	They	can	process	large	data	and	
learn	semantic	information	by	themselves.	But	like	the	
other	set	of	tools	they	have	their	limits.	First,	they	are	
nor	readily	usable.	They	are	in	fact	very	complex	algo-
rithms,	 and	 are	 not	 easily	 mastered	 by	 humanities	
scholars.	Secondly,	their	lack	of	traceability	becomes	a	
major	obstacle	when	applied	to	 large	and	theoretical	
textual	data	where	results	become	difficult	to	evaluate.	
Thirdly,	they	seem	more	successful	for	information	re-
trieval	applications	than	for	digging	into	deep	concep-
tual	content.	For	the	moment,	we	are	not	sure	that	how	
they	can	effectively	assist	conceptual	analysis.	

From	 these	 remarks,	 it	 does	 not	 seem	 to	 us	 that	
conceptual	 analysis	 can	 only	 be	 a	 serendipity	 tool-
driven	approach.	The	results	produced	by	these	tools	
have	not	yet	convinced	the	scholarly	community	that	
practices	expert	conceptual	analysis.	

Model	driven	approaches	
The	second	type	of	approach	is	model-driven.	Re-

cent	philosophers	of	science	such	as	Morgan	and	Mor-
rison	 (1999),	 Giere,	 (1999),	 Leonelli	 (2007)	 for	 in-
stance,	see	science	as	a	building	models	process	where	
models	are	heuristic	means	for	describing,	explaining	
and	understanding	reality.	And	Mc	Carthy	(1999),	has	
seen	this	modelling	approach	as	a	means	of	better	un-
derstanding	digital	humanities	interpretative	projects.	
For	 our	 part,	 we	 explore	 this	 hypothesis	 and	 see	
CACAT	as	type	of	scientific	inquiry	where	various	mod-
els	are	used	as	 intermediaries	 for	understanding	 the	
analysis	of	highly	theoretical	and	abstract	concepts.	In	
this	perspective,	we	distinguish	four	types	of	models:	
conceptual,	formal,	computational	and	experimental.	

A	conceptual	model	defines	parameters	for	identi-
fying,	 explaining	 and	 understanding	 the	 properties	
and	structure	of	linguistic	items	expressing	conceptual	
content.	A	formal	model	translates	certain	aspects	of	a	
conceptual	model	in	some	controlled	formal	language	
that	describes	or	identifies	properties	and	relations	of	
these	conceptual	expressions.	A	computational	model	
translates	 some	 formal	 expressions	 of	 the	 formal	
model	into	algorithms	and	programs.	Finally,	an	exper-
imental	model	designs	implementation	of	these	formal	
models	in	a	concrete	computer	where	the	analysis	can	



be	simulated	and	ultimately	evaluated	in	correspond-
ence	to	the	other	models.	

In	a	concrete	procedure,	all	 these	models	 interact	
and	can	be	modified	and	adjusted.	This	allows	the	in-
quiry	to	be	controllable	and	repeatable.	It	has	been	our	
own	experience	that,	if	a	computer	assisted	conceptual	
analysis	project	is	to	be	successful	it	must	construct	at	
least	 these	 four	models.	 A	CACAT	project	 cannot	 by-
pass	these	models	and	their	interactions.	

Designing	 these	 models,	 their	 interactions	 and	
their	experimentation	to	see	CACAT	as	a	scientific	en-
deavour	and	not	just	computer	gadget	exploration.	But	
each	 model	 is	 not	 built	 easily.	 And	 nothing	 comes	
smoothly.	They	are	part	of	 the	research	process.	And	
much	work	must	be	done	to	clarify	the	conceptual,	for-
mal,	 computational	 and	 experimental	 models	 perti-
nent	for	a	successful	and	pertinent	conceptual	analy-
sis.	

Digital epistemology for concept analysis 
Mathieu Valette  

In	the	humanities,	 theory	 is	most	of	 the	time	out-
lined	with	 texts:	papers,	books,	conference	presenta-
tions,	lectures	etc.	we	claim	that	the	scientist	is	first	a	
reader	and	a	text	producer.	This	textuality	is	so	ordi-
nary	that	it	is	almost	invisible,	and,	as	such,	not	consid-
ered	 as	 an	 object	 of	 science.	 Moreover,	 theories	 are	
read	as	synchronic	systems,	or	even	achronic	systems,	
depending	on	their	specific	purposes	(describing	one	
fact,	explaining	one	phenomenon...).	Scientists	appro-
priate	 models	 and	 concepts	 like	 tools;	 they	 have	 to	
know	their	function	and	how	to	manipulate	them,	but	
they	 do	 not	 care	 about	 knowing	 practical	 details	 of	
their	 enunciation.	 In	 fact,	 they	 ignore	 them,	more	or	
less.	They	find	such	details	embarrassing,	because	they	
make	concept	borders	fuzzy:	lexicons,	glossaries,	and	
also	 handbooks,	 as	 they	 extract	 the	 concepts	 from	
their	context,	and	standardise	the	definitions,	creating	
an	illusion	of	stability	and	tangibility.	But	concept	tex-
tuality	necessarily	has	an	incidence,	not	only	on	inter-
pretation,	but	also	on	theorisation.	If	the	scientist	is	a	
text	producer,	then	theorisation	is	the	construction	of	
meaning.	 Theorisation	 is	 forced	 by	 enunciation,	 and	
scientific	works,	beyond	their	materiality,	can	be	con-
sidered	as	text.	

The	textual	aspect	of	scientific	works	had	been	no-
ticed	 by	 those	 in	 Europe	 looking	 at	 epistemological	
culture.	 In	 this	 respect,	 French	 philosopher	 Michel	
Foucault’s	works,	in	the	1960s,	must	be	acknowledged	
(see	e.g.	Foucault	1969).	Foucault	put	in	place	a	philo-

logical	analysis	of	discourse	centred	on	the	combina-
tion	 and	 evolution	 on	 specific	 discursive	 structures.	
His	 purpose	 is,	 firstly,	 to	 recognize	 “discursive	 for-
mations”,	i.e.	stabilized	relations,	regularities	between	
objects,	types	of	speech	act,	concepts	and	topics;	and,	
secondly,	to	recognise	breakpoints	in	idea	system	his-
tory.	Foucault	followed	the	example	of	some	of	his	fa-
mous	predecessors,	such	as	Gaston	Bachelard,	Georges	
Canguilhem	and	Martial	Gueroult.	Bachelard’s	notion	
of	 Epistemological	 break,	 or	 Canguilhem’s	 notion	 of	
concept	shifts	shows,	for	instance,	that	the	history	of	a	
concept	is	not	that	of	its	increasing	rationality	and	re-
finement,	but	that	of	the	different	fields	in	which	they	
have	been	designed	and	validated.	What	we	will	 call	
digital	 epistemology	 is	 a	 linguistic	 approach	 to	 this	
style	of	French	epistemology.	

Our	topic	is	the	study	of	scientific	texts	using,	on	the	
one	hand,	corpus	linguistics	tools	which	have	been	de-
veloped	over	the	40	last	years	and,	on	the	other	hand,	
a	 linguistic	 methodology	 (see	 Rastier	 2009,	 Valette	
2003).	Thus,	our	purpose	is	to	develop	tools	and	meth-
odology	Foucault	did	not	have,	 among	other	 reasons	
because	 some	 textual	 phenomena—as,	 for	 example,	
lexicon	evolution,	which	depends	on	the	reader’s	sub-
jectivity—are	invisible	to	a	classical	philological	anal-
ysis.	Concept	emergence,	concepts’	individual	and	in-
ter-related	evolutions,	 the	appropriation	of	a	specific	
thematic,	 palinode,	 etc.	 constitute	 further	 examples.	
We	 do	 not	 adopt	 the	 logician’s	 position,	 considering	
that	 conceptualization	 is	 a	 linguistic	 phenomenon	
with	its	own	construction	rules	linked	to	a	particular	
function	of	language.	Neither	do	we	ignore	the	psycho-
logical,	social	and	interactional	reasons	of	the	develop-
ment	of	concepts.	Firstly,	we	consider	that	textuality—
i.e.	the	constraints	of	the	textual	layout,	formulations,	
be	they	constraints	of	syntactic,	semantic,	lexical	or	re-
lated	 discursive	 traditions	 (including	 genres	 and	
speech)—plays	a	major	role	in	concept	formation.	Sec-
ondly,	we	 do	 not	 consider	 texts	 only	 as	 resources	 to	
mine	and	extract	terminological	and	conceptual	mate-
rial,	but	as	archives,	or,	in	other	word,	as	the	objective	
tracks	of	the	process	of	creating	concepts.	

In	 essence,	 we	 focus	 here	 on	 concept	 emergence	
considered	as	the	result	of	a	slow	and	gradual	stabili-
sation	of	contextual	semantic	feature.	Drawing	on	re-
cent	 critical	 readings	 of	 Saussure’s	 semiology	 (see	
Rastier	2015),	we	propose	to	consider	a	concept	as	a	
stabilized	semantic	form;	that	is,	as	a	combination	of	
semantic	 features	 (or	 semes)	 mainly	 inherited	 from	
various	contexts	in	which	it	has	occurred.	Eventually,	
we	 link	 concept	 design	 with	 text	 production	 rather	



than	 identification	 of	 items	 in	 a	 general	 ontology	
(Valette	2010).	

	

Topic models for conceptual analysis 
Louis Chartrand 

The	 last	 two	 decades	 have	 seen	 the	 rise	 of	 topic	
models	 in	 natural	 language	 processing	 (NLP).	 From	
the	early	successes	of	Latent	Semantic	Analysis,	which	
decomposes	 datasets	 into	 “conceptual”	 dimensions,	
the	introduction	of	probabilistic	and	generative	mod-
els	 have	 enabled	 the	 discovery	 of	 underlying	 struc-
tures	that	condition	the	lexicon	of	a	text.	Those	struc-
tures,	in	turn,	are	used	to	construct	meaningful	repre-
sentations	 of	 corpuses	 and	 documents,	 and	 have	
proven	 fruitful	 in	 improving	 performances	 in	 many	
NLP	tasks.	

Those	tools	have	interesting	potential	for	the	Digi-
tal	Humanities,	as	they	discover	entities	which	are,	on	
one	hand,	robust	features	of	textual	data,	and,	on	the	
other	hand,	easily	representable	and	interpretable	by	
humans.	For	instance,	topics	may	help	in	tasks	such	as	
categorizing	 documents	 or	 selecting	 a	 relevant	 sub-
corpus	 for	 analysis.	 However,	 once	 topics	 are	 repre-
sented	using	the	words	to	which	they	are	likely	to	be	
associated,	 they	 can	 also	 be	 used	 to	 make	 sense	 of	
what	a	set	of	textual	segments	are	about,	or	to	visualize	
the	evolution	of	discourse	in	a	corpus	through	time.	As	
such,	topics	have	interesting	potential	when	it	comes	
to	representing	textual	data	and	 improving	our	anal-
yses	of	it.	

In	this	presentation,	some	prominent	topics	mod-
els—LSA,	LDA	and	DTM—will	be	presented	and	con-
trasted,	and	their	potential	uses	for	Digital	Humanities	
will	be	discussed.	

Latent	Semantic	Analysis	(LSA)	
Introduced	by	Deerwester	et	al.	 (1990),	LSA	used	

tools	from	linear	algebra,	in	particular	singular	vector	
decomposition,	to	transform	the	representation	of	text	
segments	in	the	form	of	word	counts	to	a	representa-
tion	 in	 the	 form	of	participation	 to	 “concepts”,	or	 se-
mantic	dimensions.	

As	words	give	us	a	good	idea	of	what	a	text	is	about,	
it	is	common	practice	in	text	mining	to	represent	text	
segments	by	counting	its	words.	A	document	contain-
ing	“apple”,	“orange”	and	“pear”	a	high	number	of	times	
each	is	likely	to	talk	about	fruits.	And	if	multiple	docu-
ments	share	the	same	words,	they	are	likely	to	share	
common	topics.	However,	this	approach	does	not	fare	
well	with	synonyms,	which	it	does	not	recognize.	

The	LSA	uses	co-occurrence	in	word	uses	to	synthe-
size	 the	word-count	 representations	 into	more	 com-
pact	semantic	dimensions.	As	synonyms	tend	to	have	
the	same	cooccurents,	they	also	tend	to	participate	to	
the	 same	 semantic	 dimensions.	 As	 a	 result,	 the	 new	
representation	is	closer	to	a	semantic	representation	
than	 was	 the	 word-count	 representation,	 hence	 the	
name	“Latent	Semantic	Analysis”.	

Latent	Dirichlet	Allocation	(LDA)	
While	LSA	still	is	part	of	every	NLP	reputable	tool-

set,	it	falls	short	in	at	least	two	key	aspects.	Firstly,	its	
semantic	 dimensions	 are	 hard	 to	 read	 for	 a	 human:	
from	a	 list	of	 its	most	prominent	words,	 it	 is	usually	
hard	 to	 give	 a	 satisfying	 interpretation	of	what	 a	 se-
mantic	 dimension	 is	 about	 (Chang	 et	 al.	 2009).	 Sec-
ondly,	it	has	no	clear	hypothesis	as	to	how	text	is	struc-
tured.	On	one	hand,	this	makes	it	harder	to	explain	se-
mantic	dimensions	in	terms	of	linguistics,	psychology	
or	discourse	analysis.	On	the	other,	it	means	that	LSA	
gets	 only	 part	 of	 the	 picture,	 and	 better	 algorithms	
with	additional	assumptions	might	produce	better	se-
mantic	dimensions.	

Latent	 Dirichlet	 Allocation	 (Blei	 et	 al.	 2003)	 is	 a	
probabilistic	 models	 which	 attempts	 to	 address	 this	
latter	issue,	and	ends	up	addressing	the	former	as	well.	
It	supposes	that	in	a	corpus,	there	is	a	certain	number	
of	topics,	which,	when	activated,	make	it	more	or	less	
likely	 for	 specific	 words	 to	 be	 present.	 Thus,	 when	
someone	writes	a	document,	LDA	assumes	that	she	se-
lects	 a	 certain	 restricted	 number	 of	 topics,	which	 in	
term	condition	which	words	will	be	found	in	the	docu-
ment.	Using	this	assumption	and	an	arbitrary	number	
of	 topics,	 the	 algorithm	 infers	 the	most	 likely	 list	 of	
topics,	 and	 their	 most	 likely	 assignments	 to	 docu-
ments.	

As	such,	it	produces	once	again	a	representation	of	
documents	or	text	segments	from	word	counts,	but	in	
terms	of	topics	rather	than	more	abstract	conceptual	
dimensions.	The	words	most	likely	to	be	present	when	
a	given	topic	 is	activated	are	often	visibly	related,	ei-
ther	 semantically	 or	 because	 they	 participate	 in	 a	
transparent	narrative.	As	such,	they	are	easily	read	by	
a	human	interpreter,	and	can	be	used	to	give	a	sense	of	
what	 documents,	 sub-corpuses	 or	 textual	 segments	
are	about.	

Dynamic	Topic	Models	(DTM)	
Another	boon	of	LDA	is	that	its	probabilistic	model	

can	be	modified	account	for	particularities	of	the	cor-
pus,	or	to	model	features	that	we	want	to	study	in	par-
ticular.	 For	 example,	 if	 we	 have	 a	 corpus	 that	 spans	



across	decades,	we	might	expect	topics	to	evolve	with	
time,	as	society	and	culture	change.	

To	model	this,	the	algorithm	devised	by	Blei	&	Laf-
ferty	(2006)	uses	a	corpus	split	in	time	slices	(say,	per	
year)	and	topics	are	split	accordingly,	such	that	topic	1	
at	 time	1	 is	 different	 from	 topic	1	 at	 time	2.	Then,	 a	
Markov	assumption	is	enacted	on	the	time	series:	topic	
1	at	time	1	conditions	topic	1	at	time	2,	which	condi-
tions	topic	1	at	time	3,	etc.	This	gives	topics	the	free-
dom	to	evolve,	while	enforcing	a	certain	degree	of	con-
servatism.	

Using	this,	one	can	not	only	track	topics	more	effi-
ciently,	but	also	see	the	evolution	of	topics	across	time.	

What	is	a	topic?	
What	is	it,	however,	that	we	are	talking	about	when	

we	speak	of	LSA’s	conceptual	dimensions	or	LDA’s	top-
ics?	Can	it	be	equated	with	the	notion	of	TOPIC	that	we	
encounter	in	discourse	analysis,	for	instance?	

While	 there	are	a	variety	of	definitions	 for	words	
such	as	“topic”	and	“theme”,	most	agree	that	a	topic	is	
what	a	 text	 is	 about	 (Rimmon-Kenan,	1995).	On	 this	
score,	LDA’s	topic	does	seem	to	agree	with	the	common	
notion	of	TOPIC:	a	word	list	representing	a	LDA	topic	
is	read	as	a	representation	of	what	the	textual	data	is	
about	(Blei,	2013).	Furthermore,	 the	 information	the	
probabilistic	model	captures	is	the	one	that	is	redun-
dant	across	a	number	of	text	segments.	As	such,	it	high-
lights	words	and	concepts	which	keep	coming	back	as	
they	put	in	relation	with	various	entities	in	sentences.	
In	 other	words,	 textual	 discourse	 and	 narratives	 are	
being	sewn	around	them.	

On	 the	other	hand,	 humans	 tend	 to	make	 slightly	
different	 representations	 of	 topics	 compared	 to	ma-
chines	(Chang	2010),	more	readily	constructing	topics	
around	 concepts	 and	 thus	 providing	 sparser	 (more	
compact)	 representations.	 As	 Chang	 suggests,	 this	
might	be	because	humans	build	these	representations	
using	general	domain	knowledge,	whereas	topic	mod-
els	try	to	infer	this	knowledge	from	word	distributions.	
This	seems	to	tell	us	that	we	should	understand	LDA	
topics	as	indicators,	or	reconstructed	traces,	of	the	top-
ics	that	underlie	a	text,	but	not	as	true	representation	
of	topics	themselves.	

Using	topic	models	in	conceptual	analysis	
As	Chang’s	2010	experiment	suggest,	topics	enter-

tain	special	relation	with	concepts,	as	a	topic	tends	to	
be	 associated	 with	 a	 restricted	 number	 of	 concepts	
which	are	expressed	very	often	in	the	text.	

As	such,	topic	models’	potential	in	representing	tex-
tual	data	can	be	exploited	to	discover	associations	that	
are	likely	to	be	useful	to	conceptual	analysis	and	other	

philosophical	analyses.	For	instance,	it	can	help	the	an-
alyst	identify	the	most	important	parts	of	a	corpus,	and	
those	that	can	be	discarded.	They	can	also	be	leveraged	
to	build	representations	of	 the	contexts	 in	which	 the	
concept	of	interest	appears,	thus	giving	a	sense	of	the	
topics	with	which	it	is	associated.	Using	DTM,	one	can	
also	get	a	sense	of	the	evolution	of	a	concept	within	a	
diachronic	 corpus.	 Beyond	 discovery	 of	 new	 infor-
mations	concerning	a	concept’s	expression	in	a	corpus,	
topic	models	can	be	useful	to	test	some	association,	as	
the	structures	they	uncover	are	relatively	robust.	

That	said,	as	 the	DTM	model	shows,	 topic	models	
can	 be	 used	 in	 a	 large	 variety	 of	 use	 cases,	 as	 their	
model	can	be	expanded	to	take	into	account	a	corpus’	
metadata	and	thus	open	new	and	innovative	avenues	
for	conceptual	analysis	and	the	Digital	Humanities	in	
general.	
	
Unsupervised natural language processing 
for conceptual analysis of events 
Jackie Chi Kit Cheung 

In	unsupervised	machine	learning,	an	algorithm	is	
trained	to	discover	regularities	in	data	without	access	
to	human-provided	labels.	Such	techniques	can	be	use-
ful	in	conceptual	analysis	of	text,	in	cases	where	we	do	
not	have	or	want	to	impose	a	schema	on	the	text	cor-
pus	under	analysis.	The	basic	 intuition	behind	unsu-
pervised	 natural	 language	 processing	 techniques	 is	
that	objects	that	appear	in	similar	contexts	in	the	data	
should	be	assigned	similar	representations,	such	that	
they	can	be	grouped	into	clusters.	

Unsupervised	 models	 differ	 according	 to	 several	
characteristics,	 from	 the	 type	 of	 information	 that	 is	
made	available	to	the	learner,	to	how	similarity	is	de-
fined	between	the	different	objects	that	are	modeled,	
to	 the	 expected	 form	 of	 the	 output	 cluster	 that	 is	
learned.	 For	 example,	 the	 Latent	Dirichlet	 Allocation	
(LDA)	topic	model	(Blei	et	al.,	2003)	is	a	probabilistic	
model	which	is	given	access	to	multiple	documents	for	
training.	 The	 crucial	 assumptions	 behind	 the	 LDA	
model	are	that	each	document	can	be	described	as	a	
mixture	of	multiple	 topics,	and	each	word	 in	a	docu-
ment	is	generated	by	one	of	the	topics	in	that	mixture.	
As	a	result	of	 training	an	LDA	model,	multiple	 topics	
are	 learned,	 which	 correspond	 to	 clusters	 of	 words	
that	tend	to	co-occur	in	the	same	documents.	

More	recently,	there	have	been	a	number	of	unsu-
pervised	models	 that	have	been	used	to	discover	the	
structure	of	a	sequence	of	entities	and	events	that	ap-
pear	 according	 to	 some	narrative	 in	 the	 natural	 lan-
guage	 processing	 literature	 (Chambers	 and	 Jurafsky,	



2008;	Cheung	and	Penn,	2013).	This	is	accomplished	
by	explicitly	modelling	the	sequential	dependencies	of	
events	as	they	appear	in	a	document.	I	will	provide	an	
overview	of	the	assumptions	of	the	event	structure	be-
ing	learned	by	such	models.	For	example,	some	meth-
ods	produce	discrete	sequences	of	prototypical	event	
and	participant	roles.	In	the	work	of	Chambers	and	Ju-
rafsky,	 (2008),	 narrative	 chains	 are	 learned	 corre-
sponding	to	prototypical	roles	 in	a	narrative.	A	chain	
such	as	_	accused	X;	X	claimed	_;	X	argued	_;	_	dismissed	
X	 might	 correspond	 to	 a	 defendant	 in	 a	 trial.	 Other	
work	 frame	 the	 problem	 as	 a	 task	 for	 probabilistic	
learning.	Cheung	and	Penn	(2013)	define	a	probabilis-
tic	sequence	model,	in	which	the	structure	of	an	event	
and	 its	 participants	 are	 explicitly	 represented	 in	 the	
model	 as	 latent	 random	 variables.	 The	 nature	 of	 a	
learned	cluster,	 then,	would	be	how	 it	 influences	 the	
conditional	 probabilities	 of	 generating	 other	 cluster	
labels,	as	well	as	the	word	emission	distributions	from	
that	latent	topic	(as	in	an	LDA	model).	

I	will	discuss	how	such	models	can	be	used	to	dis-
cover	templates	of	prototypical	events,	including	how	
events	and	event	participants	are	typically	expressed	
in	language.	Such	approaches	can	easily	be	applied	to	
multiple	domains,	including	texts	in	the	legal	or	medi-
cal	 genres,	 because	 they	make	minimal	 assumptions	
about	the	structure	of	events,	and	do	not	require	train-
ing	data.	I	also	discuss	other	applications	of	these	mod-
els	 to	 information	ordering,	and	automatic	summari-
zation,	which	may	be	of	interest	to	researchers	in	con-
ceptual	analysis	for	the	digital	humanities.	

A computer-assisted analysis of SYMPTOM 
in psychiatry 
Marie-Noëlle Bayle 

The	 Diagnostic	 and	 Statistical	 Manual	 of	 Mental	
Disorders	(DSM-5)	is	a	general	classification	and	diag-
nostic	 tool	 used	 in	 the	 rich	 and	 diverse	 universe	 of	
mental	health.	Being	widely	distributed	and	available	
online,	 it	 allows	 everyone	 to	 have	 a	 direct	 access	 on	
how	 to	make	 a	psychiatric	 diagnosis.	 To	 facilitate	 its	
reading,	laypeople	and	professionals	alike	may	consult	
definitions	for	 important	notions	in	the	glossary	sec-
tion.	However,	these	few	lines	will	often	fail	to	capture	
the	complexity	of	a	 term.	For	 instance,	at	 the	core	of	
the	clinical	assessment	of	a	disorder	 lie	 its	signs	and	
symptoms.	Therefore,	a	proper	understanding	of	what	
a	symptom	means,	and	how	this	concept	relates	to	the	
disorder,	is	essential	to	the	diagnostic	approach.	

In	 the	 DSM-5	 glossary,	 symptom	 is	 defined	 as	 “A	
subjective	manifestation	of	 a	pathological	 condition.”	

In	the	practice,	it	is	often	treated	as	a	necessary	and/or	
sufficient	condition	for	to	seek	diagnosis,	or	as	a	con-
straint	 on	 possible	 diagnoses.	 As	 such,	 non-doctors	
and	 patients	 often	 think	 of	 a	 symptom	 as	 a	 singular	
event,	and	conceive	of	it	purely	in	terms	of	content	and	
a	means	to	a	diagnosis.	

However,	as	experience	of	mental	disorders	is	often	
messier,	we	may	wonder	if	such	a	notion	of	SYMPTOM	
overlooks	important	features	of	the	way	this	notion	is	
actually	reflected	in	the	DSM-5.	Our	hypothesis	is	that	
both	 the	 glossary	definition	 for	 this	 concept	 and	 the	
common	understanding	of	 this	notion	 fail	 to	account	
for	such	essential	aspects.	To	provide	evidence	for	this	
claim,	we	performed	a	computer-assisted	conceptual	
analysis	of	text	(CACAT)	for	the	concept	SYMPTOM	in	
the	 DSM-5.	 We	 find	 evidence	 that	 SYMPTOM	 is	
strongly	associated	to	a	dimension	of	temporality,	and	
that	it	is	expressed	in	relation	not	only	with	the	disor-
der,	but	also	remission.	As	such,	it	is	proposed	an	im-
proved	 definition	 would	 not	 only	 better	 reflect	 the	
content	 of	 the	DSM-5,	 but	 could	 also	 contribute	 in	 a	
better	understanding	of	assessment	and	practice	of	di-
agnostic.	

Method	
The	 dataset	 consists	 in	 a	 small	 corpus	 composed	

with	 the	most	relevant	chapters	of	DSM-5.	Computa-
tional	Text	mining	method	and	manual	qualitative	ap-
proach	were	used	in	a	processing	chain	for	the	concep-
tual	analysis	of	SYMPTOM.	Firstly,	extraction	of	the	tex-
tual	data	 from	noisy	sources	and	cleaning	of	 the	text	
were	performed.	Secondly,	all	sentences	with	the	term	
“symptom”	 in	 it,	 plus	 one	 sentence	 before	 and	 after,	
were	extracted,	yielding	a	set	of	textual	segments,	on	
which	stemming	and	lemmatisation	were	performed.	
Thirdly,	the	pretreated	data	was	used	to	create	a	docu-
ment-term	matrix	with	the	TF-IDF	weighting	scheme.	
Fourthly,	 from	 the	 matrix,	 textual	 segment	 clusters	
were	produced	with	the	k-means	algorithm.	Fifthly,	the	
most	 salient	words	 in	 each	 cluster	 and	 in	 the	whole	
subcorpus	were	 first	represented	using	word	clouds.	
Finally,	relations	of	similarity	between	the	most	rele-
vant	words	in	each	cluster	and	in	the	subcorpus	were	
represented	 in	a	3d	 space.	All	 steps	were	performed	
using	 common	R	modules	 (tm,	RWeka,	qdap,	 cluster,	
knn,	 ggplot2,	 rgl).	 Each	 cluster	was	 interpreted	 as	 a	
specific	field	in	which	a	hypothetical	conceptual	prop-
erty	 of	 SYMPTOM	 is	 expressed.	 Categorization	 was	
done	by	annotating	manually	the	most	typical	textual	
segments	in	every	cluster	according	to	cosine	distance	
to	the	centroid.	Annotations	consisted	in	the	main	con-
ceptual	property	of	SYMPTOM	expressed	in	a	segment.	



Syntheses	 of	 these	 annotations	 were	 done	 for	 each	
cluster.	

Experimentation	
From	the	subcorpus,	2036	sentences	containing	the	

term	“symptom”	were	extracted	which	contained	5761	
different	word	types.	The	words	most	associated	with	
symptom	in	this	subset	of	the	corpus	are	disord	(dis-
order),	 criteria,	 presen	 (presence),	 sever	 (severity),	
medic	(medical,	medication).	Using	k-means,	30	clus-
ters	were	extracted	but	17	are	deemed	noisy,	as	they	
contain	 10	 textual	 segments	 or	 less.	Most	 of	 the	 re-
maining	 clusters	 are	 located	 in	 the	 section	 II	 of	 the	
DSM	 (diagnostic	 criteria	 and	 codes),	 several	 having	
most	of	their	segments	in	a	specific	disorder	chapter.	
The	converse,	however,	does	not	hold.	

Discussion	
Analysing	those	clusters	reveals	that	SYMPTOM	has	

a	transdiagnostic	property,	and	is	not	only	defined	by	
its	specific	content.	For	example,	let	us	examine	cluster	
#8,	which	contains	98	segments,	90%	of	which	fall	in	
the	 three	 chapters	 about	 psychotic	 and	mood	 disor-
ders.	Symptom	in	this	cluster	is	linked	with	the	words	
depress,	hypomania,	mania,	but	also	with	episode,	pe-
riod,	full,	meet.	Furthermore,	annotation	of	joined	doc-
uments	shows	that	temporality	is	a	conceptual	prop-
erty	of	SYMPTOM.	It	modifies	the	pathological	dimen-
sion	of	its	content.	SYMPTOM	is	not	in	direct	causal	re-
lation	with	DISORDER;	it	is	a	dynamic	sign	whose	pres-
ence	needs	to	be	situated	in	an	episode,	regardless	of	
whether	its	content	is	depressive	or	manic.	Therefore,	
the	mere	presence	of	a	symptom	is	not	sufficient	for	a	
diagnosis.	 Conversely,	 SYMPTOM	 is	 also	 linked	 with	
the	concept	of	(partial)	remission.	SYMPTOM	and	DIS-
ORDER	have	 a	 complex	 relationship	on	 a	 continuum	
between	 negative	 (remission)	 and	 positive	 (disease)	
poles.	

In	conclusion,	a	mixed	method,	combining	compu-
tational	and	manual	processing	and	using	quantitative	
and	qualitative	approaches,	was	applied	in	our	concep-
tual	analysis	of	the	concept	SYMPTOM.	SYMPTOM	ap-
pears	to	be	a	more	complex	and	dynamic	concept	than	
patients	and	other	non-doctors	usually	understand	it	
to	be.	As	a	result,	a	better	understanding	of	this	com-
plexity	would	 likely	profit	assessment,	diagnosis	and	
treatment	of	mental	disorders.	
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