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Short Description 
My	talk	will	focus	on	the	problems	and	possibilities	

of	conserving	historic	text	generators,	‘historic’	mean-
ing	roughly	1950-1970.	For	this	purpose,	I	will	develop	
the	scientific	interests	in	these	generators	either	from	
the	perspective	of	 literary	 history	and	 from	the	per-
spective	of	the	history	of	knowledge,	since	many	of	the	
text	generators	in	question	were	connected	explicitly	
to	scientific	interests.	

A	 system	 for	 conserving	 and	 editing	 historic	 text	
generators,	that	will	enable	researchers	from	both	of	
these	fields	to	access	historic	text	generators	in	order	
to	study	 their	esthetics	and	 functioning	needs,	 in	or-
derto	take	 into	account	not	only	the	generated	texts,	
but	 also	 the	 generating	 texts,	meaning	 software	 and	
prerequisites	such	as	flowcharts.	In	my	talk,	I	will	fo-
cus	on	 the	materiality	and	 the	potentiality	of	the	his-
toric	text	generators	in	order	to	propose	a	platform	so-
lution	that	should	enable	scholars	to	edit	(and	publish)	
historic	text	generators.	

Full Abstract 
In	 their	 manifesto	 Zur Lage (Bense	 and	 Döhl	

(1964))	 (State	 of	 Things)	 Max	 Bense	 and	 Reinhard	
Döhl	name	several	tendencies	of	contemporary	litera-
ture.	The	sixth	and	last	point	of	their	list	calls	on	a	cy-
bernetic	and	material	poetry	(“kybernetische	und	ma-
teriale	Poesie”).	Historically	and	biographically,	Bense	
and	Döhl	were	placed	at	one	of	the	centers	 of	 concrete	
poetry	 and	 concrete	 art	 (Stuttgart,	 Germany),	 and	
their	manifesto	reflects	the	artistic	and	academic	devel-
opments	made	 in	 these	 areas.	 But	 already	 in	 1964,	
when	Bense	and	Döhl	published	their	manifesto,	exper-
iments	had	taken	place	that	had	taken	the	notion	of	a	
cybernetic	poetry	quite	literally,	using	computers	and	
software	 to	 generate	 literary	 texts.	 (Strachey	 Okt.	

1954;	 Lutz	 1959;	 Levin	 1963;	 Gunzenhäuser	 2004;	
Link	2004)	The	automatic	generation	of	texts	by	way	of	
combining	syntax,	vocabulary	and	a	(pseudo)	random	
generator	that	serves	to	fill	the	syntax	positions	with	
proper	words	from	the	vocabulary	has	a	history	dating	
back	to	 the	17th	century.	However,	 it	was	the	use	of	
computers	 that	 prompted	 artists	 and	 researchers	 to	
expand	their	experiments	and	develop	complex	setups	
applying	hundreds	of	syntactical	structures	and	bigger	
vocabularies	(as	did,	for	example,	Stickel	[1967]	).		

The	research	on	early	text	generators	has	focused	
on	biographical	data	and	the	 literary	history	of	auto-
matic	text	generation	(Bülow	2007),	the	autoreflexiv-
ity	of	digital	texts	(Cramer	2003)	and	the	genealogy	of	
text	 generating	 systems	 (Link	 2004).	 A	 literary	 and	
cultural	history	of	 text	generators	needs	 to	 take	 into	
account	not	only	the	texts	that	were	produced,	but	also	
the	modes	and	methods	of	production.	In	my	talk,	I	will	
argue	that	in	order	to	understand	the	history	of	auto-
matic	text	generation,	we	need	to	join	these	different	
perspectives	and	research	either	 the	generated	 texts	
and	the	modes	and	methods	of	text	generation.	

Now	the	first	problem	when	dealing	with	text	gen-
erators	 (and	 the	 texts	 generated	 with	 them	 histori-
cally)	 is	 the	availability of	 the	material.	Only	a	small	
fraction	of	historically	generated	texts	has	been	pub-
lished,	and	in	most	cases	the	documentation	of	the	con-
ceptual	 and	 technical	 setup	 is	 only	 partly	 available	
through	publications,	not	 to	mention	the	actual	code	
that	was	used	to	produce	the	text	in	the	first	place.	This	
is	due	to	the	fact,	that	literary	scholars	have	tended	to	
ignore	 texts	 of	 this	 kind	 –	 that	 is,	 experimental	 text	
which	barely	fulfills	any	definition	of	poetry	–	and	are	
only	beginning	to	recognize	them	as	a	certain	 type	of	
literature	 in	 its	 own	 kind.	 The	 second	 reason	 for	 a	
newly	developed	recognition	for	early	text	generation	
experiments	is	the	fact	that	automatic	text	generation	
has	become	ubiquitous	in	our	time,	from	simple	twitter	
bots	that	employ	the	same	methods	as	 the	early	 text	
generators	 (meaning	 simple	 syntactical	 structures	
filled	with	 randomly	 chosen	words),	 via	 the	modern	
ELIZAs	of	 contemporary	electronic	assistant	systems,	
to	complex	machine	learning	algorithms	 that	 synthe-
size	Shakespearean	plays.	(Goodwin	2016)	

So	in	order	to	further	research	on	early	text	genera-
tors,	the	multiple	dimensions	 of	 text	 generators	 will	
have	to	be	made	available	to	researchers	from	all	fields	
concerned	with	the	history	of	automatic	text	generation.	
Since	I	am,	by	profession,	a	philologist,	my	approach	is	
limited	 to	 the	 document	 side	 of	 things	 and	does	not	
consider	hardware	conservation	or	emulation.	



 

Documents	connected	to	text	generators	comprise	
flowcharts,	 punched	 tape,	 source	 code	 data	 on	mag-
netic	 memory,	 print-outs,	 project	 documentation	 in	
various	 paper	 formats.	 For	 a	 digital	 representation,	
these	materials	can	be	digitized	either	in	graphical	or	
in	textual	format.	Graphical	representations	can	be	an-
notated	 with	 their	 respective	 metadata	 describing	
their	material,	function,	authorship	etc.	As	for	the	texts	
contained	in	a	text	generator	as	a	historic	object,	we	are	
dealing	with	three	different	kinds	of	texts:	

• texts	that	have	been	generated	
• texts	 that	 have	 been	 used	 to	 generate	

texts	(mainly	software)	
• texts	that	could	have	been	or	can	poten-

tially	be	generated	(the	full	outcome	of	the	
underlying	algorithm)	

Texts	in	groups	1	and	2	are	connected	in	a	genetic	
way.	 If	we	take	the	Stochastic Texts by	Theo	Lutz	and	
Rul	Gunzenhäuser	(Lutz	1959)	as	an	example,	we	can	
see	that	there	is	a	published	version	of	the	generated	
texts	and	a	raw	version	(published	in	Büscher,	2004).	
The	 differences	 between	 these	 versions	 are	 signifi-
cant.	 From	 a	 text-genetic	 perspective,	 these	 differ-
ences	 lead	to	 the	production	of	 the	 texts	or,	 in	other	
words,	the	execution	of	the	underlying	program.	 The	
execution	of	the	program	leads	to	the	implementation	
of	 the	 program	 or	 the	 source	 code,	 the	 source	 code	
leads	 to	 the	 conceptual	 implementation	 of	 the	 algo-
rithm	(e.g.	flowcharts)	and	thus	to	the	abstract	under-
lying	algorithm.	

Thus,	a	genetic	perspective	on	text	generators	leads	
not	only	to	the	raw	version	of	 the	output	of	 the	com-
puter,	but	to	the	implementation	of	the	algorithm				in	
source	code	as	well.	The	title	of	my	talk	searches	to	re-
flect	 this	notion	of	 text	 genesis,	 because	 the	 link	be-
tween	source	code	and	output	is	not	a	certain	similar-
ity	between	two	texts,	but	a	functional,	algorithmic	con-
nection.	I	think	that	problematizing	this	kind	of	func-
tional	genetic	connection	can	also	be	fruitful			for	phi-
lology	dealing	with	texts	where	computers	don’t	gen-
erate	all	of	the	text,	but	help	in	generating		certain		fea-
tures	 	of	 	 the	text.	 In	order	to	describe	and	show	this	
kind	of	connection	in	different	text	generators,	it	will	
be	necessary	to	develop	standardized	notions	for	anno-
tation	schemas	 (Currently,	 the	 annotation	 of	 source	
code	is	not	part	of	the	TEI	Guidelines	(TEI-Consortium	
and	Lou	Burnard	2014)	

Finally,	 studying	 the	 poetics	 of	 a	 text	 generator	
might	also	mean	to	study	more	generated	text	than	is	
(historically)	available.	A	representation	of	a	text	gen-
erator	thus	not	only	should	comprise	the	source	code	

itself,	but	also	the	possibility	to	run	the	algorithm	in	or-
der	to	generate	some	of	the	potential	texts.	The	best	so-
lution	would	be,	of	course,	to	run	the	code	on	the	his-
toric	machines	it	was	developed	for.			Not	only	would	
this	 repeat	 the	 original	 experiments,	 it	 would	 also	
hopefully	 reproduce	 the	 glitches	 that	 can	be	 seen	 in	
the	raw	output	that	has	been	preserved	and	archived.	
(Büscher	2004)	However,	such	a	procedure	would	be	
way	too	costly.		An	easier	way	is	to	implement	the	re-
constructed	algorithm	in	a	modern	programming	lan-
guage	and	 to	offer	 researchers	 the	possibility	 to	 run	
the	code	without	being	forced	to	undertake	major	ret-
rocomputing	tasks	just	in	order	to	gather	some	more	
textual	outcome.	

Since	this	is	a	work	in	progress,	I	am	confident	that	
by	August	 2017	 I	will	 be	 able	to	outline	not	only	the	
problems,	but	also	some	solutions	for	implementing	a	
platform	and	database	to	preserve	and	present	historic	
text	generators.	
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