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Abstract

Numerical schemes research on clustering models has been quite intensive in the past decade. Many models have been
proposed to address the clustering tasks. Most clustering models are influenced by presentation order, complex shapes,
architecture configuration, and learning instability. Hence, in the present study, a novel clustering-based method for cloud
computing that provides an improvement in recognition rate, is described. The evaluation, based on 10-fold Cross-validation,
showed that the proposed model, which is named BaggingCluster, yielded good results and performed better than Self
Organizing Map and fuzzy Adaptive Resonance Theory. Experimental studies demonstrate that our model provides an
efficient model for cloud computing.
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1. Introduction
In Data Mining and pattern recognition, clustering is the task of
assigning each input pattern to one of a set of clusters. It is con-
sidered as a separate class of unsupervised learning that analyzes
the training patterns and produces the relevant model.
Clustering has been widely used in the Data Mining community,
significantly improving the state-of-the-art models. It is one of the
powerful Data Mining techniques that uses unsupervised learning
in which the patterns are grouped on the basis of their similarities
or mutual distances. It is defined as follows: Cluster analysis or
simply clustering is the process of partitioning a set of data obje-
cts (or observations) into subsets. Each subset is a cluster, such
that objects in a cluster are similar to one another, yet dissimilar
to objects in other clusters [1].
Clustering has been applied in a wide variety of fields, ran-
ging from Cloud Computing [2], Internet of Everything (IoE)[3],
Cognitive Computing [4], Big Data [5], Bioinformatics [6], and
many other domains.

Most clustering algorithms are sensitive to noise, Bellman’s
curse of dimensionality, architecture configuration, and instability
recognition.

On one hand, model aggregation is a powerful technique that
combines multiple clustering algorithms to improve stability and
accuracy.

On the other hand, Cross-Validation is a data-based machine
learning technique applied to address bias-variance tradeoffs, and
thus, to improve recognition accuracy.
Based on these premises, in the present study, we propose a new
conceptual model to enhance the clustering accuracy based on
model aggregation and model selection techniques.

This paper is divided into six sections in addition to the intro-
duction. In Section 2, we present a brief overview of related work.
The conceptual architecture of our approach is given in Section
3. Before we conclude, we give in Section 4 a short evaluation
with benchmarking models for our conceptual model. Then, a
conclusion (Section 5) ends the paper with future works (Section
6).
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2. Literature review
Several studies of knowledge clustering focused on the identifi-
cation of relevant models to provide a rich understanding of a
particular domain. It is the task of automatically sorting a set
of patterns into clusters from a training set. This technique has
been used successfully in several applications such as topic iden-
tifications, document organization, target marketing, etc. In this
context, a wide variety of clustering models have been proposed
in machine learning literature. These models include:

• Partitional Clustering: used to cluster examples within a data
set into different clusters based on their similarity. Among
the most popular models, we quote: K-means, K-medoids,
CLARA, fuzzy C-Mean, Bisecting K-means, CLARANS,
CLASA [7], etc.

• Hierarchical Clustering: is one of the most popular clustering
methods, which is based on successive groupings that produ-
ces a binary classification tree also known as a dendrogram.
We quote in this category the following models: Single link,
Complete link, Group average, BRICH, CURE [7], etc.

• Density-based clustering : this model represents each cluster
by a region of high point density. Among the most popu-
lar models in this category, we quote: DBSCAN, OPTICS,
DECODE, DENCLUE [7], etc.

• Grid-based clustering: this model uses a grid structure of cells
to represent the clusters. We quote in this category the follo-
wing models: STING, OptiGrid, GRIDCLUS, WaveCluster
[8], etc.

• Genetic clustering: involves combinatorial optimization pro-
cess based on evolutionary computation in order to accelerate
the convergence speed of training. Crossover and mutation
operators are applied to provide high genetic diversity. We
find in this category the following models: genetic-TS, Gene-
tically guided algorithm or GGA, genetic k-medoid, simulated
annealing fuzzy c-means or SA-FCM [8] and [7], etc .

• Artificial Neural Networks (ANNs) (also known as conne-
ctionist computational models): designed to simulate the
biological Neural Networks. The neural architecture is com-
posed of many interconnected units usually known as artificial
neurons. It is widely used for more complex tasks such as
categorization, prediction, clustering, regression, and sum-
marization, etc. Among the most popular models in this
category, we quote: Self Organizing Map (SOM), Growing
Neural Gas (GNG), Adaptive Resonance Theory (ART), Real-
Time Recurrent Learning (RTRL), Gated Recurrent Units
(GRUs), Boltzmann Machine, Learning Vector Quantization
(LVQ), Deep Belief Net- works (DBNs), Hopfield, Bidirecti-
onal Associative Memory (BAM), Growing Cell Structures
(GCS), Recurrent Convolutional Neural Network (RCNN)
[8], [9].

A more detailed study of different models can be found in the
papers [8] and [7].

Machine learning has been significantly advanced through the
use of clustering techniques. Many of the recent advancements
have led to the appearance of several approaches for pattern reco-
gnition.
Tan et al. (2019) [10] introduced an application of Self-Organizing
Feature Map Neural Network based on K-means clustering in
Network Intrusion Detection. The data set used in this study comes

from the NSL-KDD network intrusion detection database. Experi-
mental results showed that this clustering model improved pattern
recognition and significantly reduced the training time.
Riese et al. (2020) [11] presented a Supervised Self-organizing
Maps (SuSi) framework, which used unsupervised, supervised,
and semi-supervised classification on high-dimensional data. The
evaluation based on soil moisture data sets showed that this Deep
Learning model yielded good results and performed better than
the random forest in the regression of soil moisture.
Nasser et al. (2019) [12] proposed a Deep Learning model that
can be used for Predicting Movies Rates Category. The clustering
architecture used an Artificial Neural Network for prediction. This
model yielded good results and showed that it is able to 92.19%
accurately predict the category of movies rate.
Elliot et al. (2020) [13] introduced a Deep Learning model for
Cloud Computing Security in Banking Sector. The training step is
based on the Levenberg Marquardt algorithm. The cuckoo search
algorithm is used to improve the convergence speed of training.
This Deep Learning model yielded good results with a False Reje-
ction Rate of 0% and False Acceptance Rate of 8%.
Zhang et al. (2020) [14] proposed a method to identify the type
and state of electric appliances based on a power time series. A
Convolutional Neural Network was trained to identify the type of
appliance. To compute the number of states of the appliance, a k-
means algorithm was applied. The results showed that this model
played a significant role in improving the accuracy of identifying
both the type and the running state of electric appliances.
Recently, Nguyen Nasser et al. (2020) [15] proposed a Deep Lear-
ning model namely HKM–ANN, for predicting Blast-Induced
Ground Vibration in an Open-Pit Mine, by using a Hybrid Model
Based on Clustering and Artificial Neural Network. A Hierarch-
ical K-Means clustering algorithm (HKM) was applied before
training the predictive models. The proposed HKM–ANN model
yielded good results compared to the state-of-the-art models.

Most pattern recognition models based on clustering are per-
turbed by noisy features, architecture configuration, and learning
instability. Moreover, the decision boundaries yielded are not well
separated.

Hence, in the present study, we propose an alternative nume-
rical scheme to enhance the clustering results based on model
aggregation and model selection.

3. Architecture of our clustering model
In this section, we introduce the architecture adopted in our appro-
ach. The clustering model learns from the training data and builds
a relevant model. The process of clustering starts with presenting
a set of patterns from the available examples in the data set as
shown in Figure 1. The goal of training is to find the relevant
model that captures the underlying structures of the pattern con-
tent. The uncovering of hidden structures is performed by model
aggregation and model selection.
In order to categorize patterns according to their contents, we used
a Bootstrap aggregation scheme based on fuzzy k-medoids and
fuzzy C-Means [8], [7],
This meta-modeling technique improves the stability and accu-
racy of clustering algorithms.

In order to minimize the variance and bias of our model,
we used an effective sampling technique based on k-fold Cross-
Validation. The data set is sampled into a training set and testing
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Fig. 1. Clustering model.

set. Of the k blocks, a single block is retained as the test data for
performance evaluation, and the remaining (k-1) blocks are used
as training samples. The aggregate model created from a combi-
nation of aggregated models improves the stability and accuracy.
Finally, the test sets are used for evaluating the performance of
the techniques used for pattern recognition.

The next section explores the baselines and benchmark Metrics
in more detail and describes the results and discussions of
experiments conducted

4. Experimental study
Through experimental studies, we first present the used data set
for training. We describe the benchmarking models and measures
used for performance evaluation, and demonstrate the ability of
our model to reach the optimal solution.

4.1. Configuration

Our proposed architecture has been implemented on Neon.1a
Release (4.6.1) eclipse integrated development environment 64-
bit and some library functions such as JDK 11.0.6 + Java EE, Java
Matrix Package or JAMA1, etc.

4.2. Data set

In our study, we used the QoS Data set for cloud computing2,
which is the widely used data set for cloud computing. The data
were divided into 70% for training and the remaining 30% for
testing. Each input vector contains 5825 features in which each
feature represents the time duration between request sending and
response receiving. The average response time is equal to 0.8111

1 http://math.nist.gov/javanumerics/jama/
2 https://github.com/wsdream/wsdream-dataset

ms and the standard deviation is equal to 1.9670 ms.
As shown in Figure 2, from the 339 service users, we select the
first three service users and we plot their response time value. The
X-axis represents the Web service and Y-axis shows the response
time value.

Fig. 2. Data set.

4.3. Model aggregation

As previously mentioned, two clustering models are used in our
approach as an aggregated models.

- Fuzzy C-Means or FCM: is a soft clustering that assigns a
data of n input vectors X = {x1, x2, ..xn} into a set of c fuzzy
cluster C = {ω1, ω2, .., ωc} according to the degree to which an
input vector xi belongs to cluster ωj . Each cluster indicates the
strength of the association uij between the input vector xi and a
particular centroid ωj .
This fuzzy clustering algorithm is based on minimization of the
following loss function:

Lπ = arg min
c

=
i=n∑
i=1

c∑
j=1

umij‖xi − ωj‖ (1)

The iterative optimization updates the membership umij and
centroids ωj by the following formulas:

umij =
1

k=c∑
k=1

(
‖xi − ωj‖
‖xi − ωk‖

) 2
m−1

(2)

ωmj =

i=n∑
i=1

umijxi

i=n∑
i=1

umij

(3)

Where uij stands for the degree of membership and c is for the
number of clusters.
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- fuzzy k-medoids: is an efficient partitional clustering algo-
rithm used for cluster analysis in Data Mining and Machine
Learning. Each medoid minimizes the average distance to all pat-
terns in the cluster. Hence, the optimal number of medoids should
minimize a loss function as follow:

Oπ∗ = arg min
W,Z

=

k∑
j=1

n∑
i=1

umjid(vi,mj)

0 ≤ uji ≤ 1, ∀ij, 0 ≤ i ≤ n, 0 ≤ j ≤ k
k∑
j=1

uji = 1,∀i, 1 ≤ i ≤ n

0 <

n∑
i=1

uji < n, ∀j, 1 ≤ j ≤ k

(4)

WhereW is an n×k fuzzy matrix containing the membership
degree, n is the number of patterns in the data set, k is the number
of clusters, Q = {mj}kj=1 is a set of medoids.
The fuzzy k-medoids algorithm updates the membership degree
uij by the following formula:

umij =

(
1

d(vi,mj)
)

1
m−1

k∑
i=1

(
1

d(vi,mi)

) 1
m−1

(5)

We used Mean Square Error (MSE) as a measure of how
well the models fit data, which is the average squared difference
between the desired outputs and current outputs.

MSE =
1

nL

nL∑
j=1

(OC
j −OD

j )2 (6)

Where OC
j stands for current output, OD

j is for desired output,
and nL is for the number of clusters.

Figure (3) shows the learning curve as a function of the amount
of training error. The X-axis indicates the number of epochs or
presentations of the full training set and Y-axis shows the amount
of error. The training error does not decrease monotonically, it
generally decreases, it can increase or oscillate.
At the start of the learning, the curve shows a high error which
indicates that the training input patterns are not well separated.
After training, the curve shows a low error and this means the
learned model tends to be close to the training patterns of the data
set. Hence, our clustering model searches the complex shape of
the decision boundaries and avoids local minima during training.
It maximizes the generalization ability and induces effectively the
relevant model.
The estimate generalization is not based on a cost function but the
error of our trained clustering model. The recognition accuracy of
fuzzy k-medoids is equal to 97.11% after 79 iterations. Compared
to fuzzy k-medoids, the recognition accuracy of fuzzy C-Means is
equal to 96.77% with more training, i.e., the number of complete
passes through the training patterns is equal to 101.

In the next section, we review the benchmarking models
and performance measures used to test the effectiveness of our
clustering model.

Fig. 3. Learning Error V.S Iteration

4.4. Evaluation

Our Experimental study was designed to compare three clustering
models namely Self Organizing Map, fuzzy Adaptive Resonance
Theory, and our aggregated model named BaggingCluster.

• Fuzzy Adaptive Resonance Theory: this Neural Network
is governed by two subsystems. The attention subsystem
provides a winning neuron (or cluster) and the orientation
subsystem decides the resonance acceptance. They are inte-
racting with bottom-up and top-down processes of long-term
memory or LTM. The neural network is in the state of reso-
nance if the orientation system accepts a winning neuron,
i.e., when the prototype neuron accepts a unification with the
current input pattern according to a resonance threshold. If
the resonance does not appear, the orientation system allows
the attention subsystem to increase its resources to meet the
external requirements, i.e., dynamic online learning [7].

• Self Organizing Map (also known as topology preserving
maps): is an Artificial Neural Network that contains an input
layer and output layer. Unsupervised training based on a com-
petitive mechanism is used to modify the connection weights
between neurons [8].

In order to obtain stable scoring results, we applied a model
selection technique based on 10-fold Cross-Validation. By run-
ning repeated 10-fold Cross-Validation on training patterns, the
aggregate estimation is defined as the average of the estimations
obtained on each fold.

Precision, Recall and F −measure measures are used for
performance evaluation, which are calculated for 10 folds.

Precisionµ = P =

∑c
i=1 tpi∑c

i=1 tpi + fpi
(7)

Recallµ = R =

∑k
i=1 tpi∑k

i=1 tpi + fni
(8)

F −measureµ index weights average of the precisionµ and
recallµ, i.e.,
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F −measureµ = 2× precisionµ × recallµ
precisionµ + recallµ

(9)

where tp, fp and fn are true positive, false positive, and false
negative, respectively.
The classification accuracy of clustering models and other base-
lines are shown in Table 1.

Table 1. The effectiveness of pattern recognition.

Model P R F −measure Time

SOM 82.17 77.89 79.97 3077

fuzzy ART 83.17 82.13 82.65 3107

BaggingCluster 87.15 82.77 84.90 6199

Experimental results show that our clustering model has good
performance, which provides an efficient model for cloud com-
puting. However, the processing time for SOM is equal to
3077 microseconds and 3107 microseconds during fuzzy ART .
Compared to SOM and Fuzzy ART, the processing time of
BaggingCluster is equal to 6199 microseconds.
One of the main advantages of our clustering model is its abi-
lity to directly construct the complex decision boundaries around
patterns; therefore, the lowest average generalization error of
clustering.

5. Conclusion
In this paper, we have introduced a clustering model providing
performance analysis to pattern recognition for cloud computing.
Our approach exploits model aggregation, and model selection
techniques to increase the productivity of knowledge extraction.
We used the model aggregation technique to find a single consoli-
dated clustering model for better data fitting. The model selection
technique is applied to optimize the bias-variance tradeoff of the
expected prediction of our clustering model.
Hence, the Bootstrapping scheme based on 10-fold Cross-
Validation and model aggregation is indispensable to improve
generalization ability.
We demonstrate its ability to reach the optimum solution and
obtain more cluttered decision boundaries. Experiments show that
our model has good performance, which provides an efficient clu-
stering model for cloud computing.
Our next work is on Deep Learning where the goal is to produce
an enhanced generalization by using boosting, ensemble learning
and model selection techniques.
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