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Abstract. Practical knowledge on the design and application of multi-
objective evolutionary algorithms (MOEAs) is available but well-founded
theoretical analyses of the runtime are rare. Laumanns, Thiele, Zitzler,
Welzel and Deb (2002) have started such an analysis for two simple
mutation-based algorithms (SEMO and FEMO) for combinatorial opti-
mization problems. These algorithms search locally in the neighborhood
of their current population by selecting an individual and flipping one
randomly chosen bit. Due to their local search operator they cannot
escape from local optima, and, therefore, they have no finite expected
runtime in general.
We investigate the runtime of a variant of SEMO whose mutation oper-
ator flips each bit independently. It is proven that its expected runtime
is O(nn) for all objective functions f : {0, 1}n → Rm, i. e., indepen-
dently of the number of objectives m. There are bicriteria problems
among the hardest problems for this algorithm. Moreover, for each d
between 2 and n, a bicriteria problem with expected runtime Θ(nd) is
presented. This shows that bicriteria problems cover the full range of po-
tential runtimes of this variant of SEMO. For the problem LOTZ (lead-
ing ones trailing zeroes), the runtime does not increase substantially
if we use the global search operator. Finally, we consider the problem
MOCO (multi-objective counting ones). We show that the conjectured
bound O(n2 log n) on the expected runtime is wrong for both variants of
SEMO. In fact, MOCO is almost a worst case example for SEMO if we
consider the expected runtime; however, the runtime is O(n2 log n) with
high probability.
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Knowledge on the design and application of multi-objective evolutionary algo-
rithms (MOEAs) is immense and has increased considerably in recent years. But
theoretical analyses of their runtime are still rare. The works [1,2,3] and [4] focus
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on the limit behavior, i. e., under what conditions an algorithm can find a set
of optimal solutions when time goes to infinity. A common approach to learn
how EAs work is to analyze basic EAs for simple objective functions f . The au-
thors of [5] started such an analysis for two simple (and closely related) mutation
based MOEAs. Their base algorithm SEMO (simple evolutionary multi-objective
optimizer) can be outlined like this:

P := {x} where x is chosen uniformly from {0, 1}n.
Loop:

Choose x ∈ P uniformly.
x′ := mutation(x).
If no element in P weakly dominates x′,

add x′ to P and remove all individuals dominated by x′.

The idea of this algorithm is to keep a population P of points that do not
(weakly) dominate each others. In each step, an individual x is selected from
P for mutation. If no point in P dominates the offspring x′, then x′ is added
to P and all points dominated by x′ are removed from P . For a finite deci-
sion space, the hope is that the population will contain for each point y of the
Pareto front one point of its pre-image f−1(y) after some time. Of course, this is
not guaranteed to happen if the mutation operator produces only points in the
neighborhood of the current population.

In the following, we restrict to the case where the decision space is {0, 1}n

and consider objective functions f : {0, 1}n → Rm. (The results hold for any
partially orded set in place of Rm but they apply only to the case where the
search space is {0, 1}n. It does not seem possible to generalize the results or
proof techniques to real-parameter problems.) The authors of [5] have started
to analyze SEMO with the mutation operator that flips a uniformly chosen bit.
In this text, we call their algorithm the local SEMO. The local SEMO has a
finite expected runtime only for certain objective functions f : {0, 1}n → Rm.
By “runtime” we denote the random number of objective function evaluations
(essentially the number of iterations of the loop) until the population contains
some pre-image point for every point of the Pareto front.

We analyze SEMO with the mutation operator that flips each bit indepen-
dently with probability 1/n. We call this variant the global SEMO. We first
investigate the worst case and show that the global SEMO has an expected run-
time of O(nn) for all objective functions f : {0, 1}n → Rm. Note that this bound
is independent of the number of objectives m. Moreover, the bound matches
the worst-case runtime of typical EAs working in the scenario of single-objective
optimization. We also show that a lower bound of Ω(nn) can easily be obtained
from a bicriteria problem. Thus, considering expected runtimes, no problem with
many objectives is essentially harder for the global SEMO than certain bicrite-
ria problems. We broaden this result by showing that bicriteria problems can
have any of the following expected runtimes: Θ(n2), Θ(n3), . . . , Θ(nn) and also
O(n log n) is possible. This is obtained from a problem which is basically a dis-
crete version of Schaffer’s function x 7→ (x2, (x − 2)2). This result shows that
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bicriteria problems can have almost any runtime in the full range of potential
runtimes.

We then revisit two multi-objective problems that have been studied in the
literature before. In [5] the bicriteria problem LOTZ (leading ones trailing ze-
roes) is investigated. The two conflicting objectives of a bitstring are its number
of leading ones and its number of trailing zeroes. The set of Pareto optimal
solutions implies all bitstrings of the form 1i0n−i. For the local SEMO, the au-
thors of [5] have proved that the expected runtime is Θ(n3) for LOTZ. Flipping
only one bit in each step assures certain properties that simplify the analysis.
These properties do not carry over to the global SEMO. We prove that the
expected runtime of the global SEMO is also O(n3) and that this bound is
not exceeded with overwhelming probability. Thus, independent bitflips do not
increase the runtime substantially. Finally, we study the problem MOCO (multi-
objective counting ones). Letting ||x|| ∈ {0, . . . , n} denote the number of 1-bits
of a bitstring x, ϕ(x) := 2π||x||/n defines an angle in the range [0, 2π]. Then,
MOCO(x) := (cos ϕ(x), sinϕ(x)). Pareto optimal solutions either have n 1-bits
or at most n/4 1-bits. Here, the conjecture was that both the local and the
global SEMO have an expected runtime of Θ(n2 log n) [6]. Thierens’ conjecture
was based on calculations with assumptions and on experiments that suggest
this expected runtime. We show that the local SEMO has no finite expected
runtime for this function and that the expected runtime of the global SEMO is
large, namely nΩ(n). Thus, the expected runtime of SEMO does not reflect the
behavior observed in practice. We prove the following revised conjecture. For the
local and global SEMO, the runtime is Θ(n2 log n) with probability 1− o(1).

The conference version of this work [7] is available and also a more compre-
hensive technical report [8] including the results on MOCO. A journal version
of this work has been submitted.
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