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Abstract

In this paper we compare standard ways to perform belief change with
attempts to model such change with dynamic modal operators. We ad-
dress both belief expansion, belief contraction, belief revision, and update.
Public announcement logic is an implementation of a belief expansion op-
erator in a dynamic epistemic setting. The postulates of success and
minimal change cannot be satisfied in their original AGM formulation.
Dynamic doxastic logic provides various implementations of a belief revi-
sion operator in a dynamic epistemic setting. We provide an example of
the application of such a dynamic doxastic semantics, which can also be
seen as a realization of a proposal by Spohn.

The purpose of this paper is to provide an overview of different ap-
proaches to dynamic logics for belief change, including some of our own
contributions to the area, in a way that is accessible to an interdisci-
plinary audience. It does not contain new technical results not published
elsewhere. However, the comparison of different approaches provides, we
hope, new insights not seen before. A final version of this paper may
include new technical results.

1 Overview

Section 4 contains the meat of this paper. Section 2 gives logical preliminaries
necessary to understand that section. It introduces the public announcement
logic which in Section 4 is referred to as an implementation of a belief expansion
operator. Section 3 gives an overview of the belief revision terminology that is
assumed in Section 4. Readers familiar with either one, or the other, or both,
may choose to skip one or both sections.

In Section 4 we first address the early, non-epistemic, approaches to belief
revision by van Benthem and (at that time his student) de Rijke. Then, we
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cover the approach by Segerberg and his collaborators Lindstrém and Rabinow-
icz. This is followed by some elementary examples on how to interpret belief
change in a strictly dynamic epistemic setting (as in work by Baltag, Gerbrandy,
van Ditmarsch, and others). Public announcement logic (Plaza, Baltag et al.,
Gerbrandy) is then illustrated as an implementation of an expansion operator,
followed by an example of a dynamic doxastic logic that implements a revision
operator (Aucher, van Ditmarsch). The concluding remarks include references
to the literature on factual updates in a dynamic epistemic setting (Baltag, van
Benthem, Kooi, ...). All proper references are found in the sections themselves.

2 Preliminaries: public announcement logic

Public announcement logic is a dynamic epistemic logic and is an extension of
standard multi-agent epistemic logic. Intuitive explanations of the epistemic
part of the semantics can be found in [FHMV95, vdHV02, vDvdHKO06]. We
give a concise overview of, in that order, the language, the structures on which
the language is interpreted, and the semantics.

Given are a set of agents IV and a set of atoms P. The language of public
announcement logic is inductively defined as

pu=p| | (@A) | Knp| Cayp | [¢lY

where p € P, n € N, and G C N are arbitrary. For K,,¢, read ‘agent n knows
formula ¢’. For Cgp, read ‘group of agents G commonly know formula ¢’. For
[¢]t), read ‘after public announcement of ¢, formula ¢ (is true)’. Note that in
Section 4 we write [®¢]ty instead of [p]y), as we present public announcement
logic there as an example of belief expansion.

Next, we introduce the structures. An epistemic model M = (S,~,V) con-
sists of a domain S of (factual) states (or ‘worlds’), accessibility ~ : N —
P(S x S), and a valuation V : P — P(S). For s € S, (M,s) is an epistemic
state (also known as a pointed Kripke model). For ~ (n) we write ~,, and for
V(p) we write V,,. So, access ~ can be seen as a set of equivalence relations ~,,,
and V as a set of valuations V,,. Given two states s, s’ in the domain, s ~,, s’
means that s is indistinguishable from s’ for agent n on the basis of its informa-
tion. The group accessibility relation ~¢ is the transitive and reflexive closure
of the union of all access for the individuals in G: ~g = (U,cg ~n)*- This is
access to interpret common knowledge for group G.

Finally, we give the semantics. Assume an epistemic model M = (S, ~, V).

M,sEp iff seV,

M,sE-p iff M,slfyp

M,sEeNy it M,skE@pand M,s =

M,sEKpp iff forall t€S:s~,timplies M,t ¢
M,sECgyp iff forall t€ S:s~gtimplies M,t =y
M,sE gy iff M,s | ¢ implies M|y, s =1



Epistemic model M|p = (S’,~', V') is defined as

S = {deS|Ms e}
~= ~p N (ST xS
V, = Vngs

The dynamic modal operator [¢] is interpreted as an epistemic state transformer.
Announcements are assumed to be truthful, and this is commonly known by
all agents. Therefore, the model M|y is the model M restricted to all the
states where g is true, including access between states. The dual of [¢] is {p):
M, s = (p)o ift M, s = and Mg, s = 9.

Formula ¢ is valid on model M, notation M = ¢, if and only if for all states
s in the domain of M: M, s |= ¢. Formula ¢ is valid, notation |= ¢, if and only
if for all models M: M |= ¢. Logical consequence ¥ |= ¢ is defined as “for all
(M,s),if M,s =1 for all ¢ € ¥, then M,s = ¢.” For {¢} = ¢, write ¢ |= .

A proof system for this logic is presented, and shown to be complete, in
[BMS98], with precursors — namely for public announcement logic without com-
mon knowledge — in [Pla89, Ger99]. For a concise completeness proof, see
[vDvdHKO06].

The notion of belief, also referred to in this paper, is weaker than that of knowl-
edge, in that belief of a proposition does not entail its truth, in other words,
By — ¢ is not valid for belief. In that case, and also for even weaker notions
of modal operators, the accessibility relation is not an equivalence relation. In-
stead of s ~, t, one then writes (even though we have avoided that level of
technical detail in this paper) R, (s,t), or s =, t, or (s,t) € R,. Note that the
example structures in Figure 1 carry such more arbitrary accessibility relations.
Group access — is similarly to ~g defined as =g = (U,,c —¥n)*, this access
is then used to interpret a notion of common belief. There are different ways to
formalize public announcements in this more general setting, to which we will
pay no attention in this paper. For examples, see [BM04, Ger99]. More complex
dynamics than announcements are also not addressed in this paper. For that,
see those same references, or [vDvdHKO06].

3 Preliminaries: belief revision

The traditional emphasis in what is known as the area of ‘belief revision’ is
theory revision; how to change a deductively closed set of formulas K into an-
other deductively closed set of formulas. Overview publications for this area
are [AGMS85] and [Gar88]. A theory typically consists of objective, i.e. non-
epistemic, ‘beliefs’ that are changed relative to expansion, contraction, or re-
vision, and also typically from the point of view of a single agent. Note that
‘belief’ means nothing but ‘formula’ here: there is no explicit representation of
the status of such a formula as ‘believed by the agent’, as in epistemic logic. In
the case of an ezpansion, new information described by a formula ¢ is incor-
porated into a theory K by somehow ‘adding’ ¢ to the theory. For the result



we write L & ¢. In case the negation was already in /C, the result will be the
inconsistent theory K that consists of all formulas. The result of a contraction
should be that the formula with which the theory K is contracted is longer be
believed, for which we write ¢ € K © ¢. Contraction with a validity cannot
be successful, as all validities are in all theories. Contraction with a validity
therefore leaves a theory unchanged. In the case of a revision, the negation —¢
of the revision formula ¢ is typically in the theory X but for the revision to ‘suc-
ceed’ the revised (consistent) theory should (also) be consistent. A process of
mere expansion therefore does not work, and one first has to contract the theory
in a way that removes -y from it and all its dependencies. This can then be
followed by an expansion with ¢. For the result of the revision of theory I with
formula ¢ we write K ® . The Levi-identity states that C® o =K © —p @& ¢:
a revision can be seen as a contraction followed by an expansion. The ‘theories’
K that we are changing can have any shape, such as first-order theories. Here,
we restrict ourselves to propositional theories, and we investigate possibilities
to extend this to theories of propositional modal formulas.

Yet another issue in traditional belief revision comes under the name of
‘update’. An update—unfortunately a clash cannot be avoided with the more
general meaning of that term in dynamic epistemic logic, where it incorporates
belief revision as well—is a factual change, as opposed to a belief change in the
three previously distinguished notions. The latter merely express a different
agent stance towards a non-changing world, but in an ‘update’ the world itself
changes. The standard reference for that is [KM91]. We will pay only minor
attention to such updates in this paper.

4 Belief Change and Dynamic Logic

Belief change with dynamic non-epistemic logic The different ‘theory
change operators’ @, &, and ® can be reinterpreted as dynamic modal operators.
A straightforward way to implement that, is some logic in which [®¢]y expresses
that after revision with ¢, ¢ holds—where ¢ actually means, as in [AGM85],
‘) is believed by the agent’. This approach was suggested by van Benthem in
[vB94]! and further developed by de Rijke in [dR94]. They propose a semantical
counterpart of a total order on theories, in the form of an ‘updating’ and ‘down-
dating’ relation between states or worlds, standing for theories, and interpret the
modal operator as a transition in such a structure according to these relations.
‘Updating’ models expansion: it relates the current state to states that result
from expansion. ‘Downdating’ models contraction. It relates states that result
from contraction to the current state. Revision is indeed downdating followed
by updating. In this overview we focus on approaches that extend epistemic
logics, therefore we do not give more details on this non-epistemic approach.

11t is only one of many topics covered in that publication, namely Section 6, pages 714-715,
‘Cognitive procedures over information patterns’. Note this work is similar to a 1991 technical
report.



Belief change with dynamic epistemic logic In the approach by Segerberg
and collaborators [LR99a, Seg99b, Seg99a, LRI9b] beliefs are represented ex-
plicitly. We now identify a theory K with the believed formulas (or some subset
of the believed formulas) in an epistemic state: X = {¢ | M,s = By}. Asin
[dR94] they express belief change with dynamic modal operators [®¢], [O¢],
and [®¢]. In a typical revision where we have that -p € K, p € K ® ¢, and
- & K ® ¢, we now get

e M,s = By
* M,s = [®¢]By
* M,s k= [®@p]-B-yp

For contraction, we want that in case M,s |= By, after contraction ¢ is no
longer believed, i.e., M,s | [©¢]-By. Similarly, for expansion we aim to
achieve M, s = [®p]Beyp.

This approach is known as dynamic dozastic logic or DDL. Similar to [dR94]
it presumes a transition relation between states representing theories, but this
is now differently realized, namely using what is known as a Segerberg-style
semantics wherein factual and epistemic information—under the terms of world
component and doxastic component—are strictly separated. A dynamic oper-
ator is interpreted as a transition along the ‘lines’ of minimal theory change
set out by this given structure, with the additional restriction that the transi-
tions describe epistemic (doxastic) change only, and not factual change. This
restriction is enforced by not allowing the ‘world component’ to change in the
transition relation but only the ‘doxastic component’ [LR99a, p.18].

There are now two options: either we restrict ourselves to beliefs in objective
(boolean, non-epistemic) formulas, and we get what is known as basic DDL,
as in [LR99a, Seg99b]. Or we allow higher-order beliefs, as in, for example,
the public announcement logic introduced in Section 2. We thus get ‘full’ or
‘unlimited” DDL, also discussed in [LR99a] but mainly in [LR99b]. Without
the restriction to belief of objective formulas, a number of problems come to the
fore related to higher order belief, knowledge growth, ‘success’ of revision, and
multi-agent belief. We address these issues in the dynamic epistemic setting in
this chapter, that provides a ‘third way’ given the two views on belief revision
with dynamic logic presented so far. In dynamic epistemics, unlike the two
approaches to dynamic belief revision already presented, the transition that
interprets the dynamic operators is induced by the current information state
and the revision formula, and does not assume such a transition relation. We
demonstrate the various possible transitions by a simple example.

Examples of belief change with dynamic epistemic logic Consider ex-
pressing and changing uncertainty about the truth of a single fact p, and assume
an information state where the agent (whose beliefs are interpreted by the un-
labeled accessibility relation depicted) may be uncertain about p and where p
is actually false (indicated by ‘designating’ the actual state by underlining it).
Figure 1 lists all conceivable sorts of belief change.



Removing access and/or worlds: for belief expansion

S-p

Adding access and/or worlds: for belief contraction

P P
op

Changing access or domain: for belief revision

f— O
®—p

Changing valuations: for update instead of revision

— —
0 1 — 0 00

Figure 1: Possible changes of belief mirrored in Kripke structure transitions

In the top structure, uncertainty about the fact p (i.e., absence of belief
in p and absence of belief in —p) is changed into belief in —p. On the left,
—Bp is true, and on the right B—p. In the second from above, belief in p
is weakened to uncertainty about p, and in the third from above we change
from Bp to B—p. Note that also in this semantic setting of Kripke-structure
transformation, belief revision can again be seen as a contraction followed by
an expansion, so we may in principle consider semantic alternatives for the
Levi-identity. The last information state transition in Figure 1 depicts factual
change. The state with changed valuation has suggestively been renamed from 1
to 00, although formally, of course, it is only the valuation of a named state that
changes. The ‘assignment’ or substitution p := 1 indicates that the valuation
of atom p is revised into the valuation of the assigned formula. As this is L,
the new valuation of p (seen as a subset of the domain) is now the empty set of
states.

Public announcement as belief expansion The public announcement logic
already discussed in detail can be seen as an implementation of a belief expansion
operator for higher-order belief (i.e., both fully introspective beliefs of a single
agent but also beliefs of agents in a group about the beliefs of other agents
in that group), where the next information state is computed from ‘merely’
the current information state and the expansion formula. This computation is
straightforward for expansion, as restricting the domain or accessibility relation
can easily be seen as structurally related to the existing model. The semantics of



the public announcements already presented operates just like that: it restricts a
model M to the submodel M |¢ consisting of the worlds where the announcement
is true. From here on, for [¢]y we write [®y]y, and we focus on knowledge K.

Knowledge growth In such a higher-order setting we cannot maintain the
expansion postulates. First, we have to revise our ideas about ‘minimal change’.
In particular, it can no longer be maintained that expanded theories contain
their predecessors:

Identify a theory K as before with the set of known formulas in an infor-
mation state: {¢ | M,s & K¢}. Let M,s = ¢. Suppose K C K @ ¢, then
there must be at least one formula ¢ such that ¢ € X ® ¢ but ¢ ¢ K. From
1 € K @ ¢ follows by positive introspection that K¢ € K ® ¢. From ¢ ¢ K
follows by negative introspection that - K1 € K. From -K¢ € K C K & ¢ and
Ky € K & ¢ follows a contradiction.

Therefore, strict knowledge growth is contradictory for introspective agents
(we did not use the truth axiom K¢ — ¢, so the results hold for introspective
belief as well), as observed by many authors: one does not care to preserve
ignorance of the expansion formula, when expanding a theory. Therefore, one
cannot adhere closely to the expansion postulate which states that X C K @ ¢
(also known as postulate K @ 3). Fortunately, knowledge change in a way that
reflects the ideas behind expansion is still possible. And also, knowledge growth
is possible for fragments of the public announcement language; for an example,
see [vvKO05].

Success The success postulate, which states that ¢ € K @ ¢ (also known as
postulate K @ 2), cannot be maintained either. The most basic example illus-
trating that, is an announcement of the Moore-sentence p A —Kp. This sentence
cannot be believed, or known, after its announcement [Hin62, Moo42]?. Now

2Hintikka’s ‘Knowledge and belief’ [Hin62, p.64] provides a list of excellent references on
this topic. This also reveals an interesting development of the notion—we explain this using
the logical notation used in this chapter. In [Mool2, p.78] Moore writes that if I assert a
proposition ¢, I express or imply that I think or know ¢, in other words I express By or K.
But ¢ cannot be said to mean By [Mool2, p.77] as this would cause, by substitution, an
infinite sequence BBy, BBByp, ad infinitum. “But thus to believe that somebody believes,
that somebody believes, that somebody believes ... quite indefinitely, without ever coming to
anything which is what is believed, is to believe nothing at all” [Mool2, p.77]. All this is in
the context of a discussion on whether moral judgements are judgements about our feelings, or
about our beliefs. Moore does not state in [Mo012] (to our knowledge) that ¢ A= By cannot be
believed. In Moore’s “A reply to my critics”, a chapter in the ‘Library of Living Philosophers’
volume dedidated to him, he writes “ ‘I went to the pictures last Tuesday, but I don’t believe
that I did’ is a perfectly absurd thing to say, although what is asserted is something which
is perfectly possibly logically” [Moo42, p.543]. The absurdity follows from the implicature
‘asserting ¢ implies By’ pointed out in [Moo12]. In other words, B(p A = Bp) is ‘absurd’ for
the example of factual information p. As far as we know, this is the first full-blown occurrence
of a Moore-sentence. Then in [Moo44, p.204] Moore writes “ ‘I believe he has gone out, but
he has not’ is absurd. This, though absurd, is not self-contradictory; for it may quite well be
true.” This is an example of —p A Bp. Together with [Moo42] it also sufficiently shows, we
think, that Moore really had either of the general forms ¢ A =By or ¢ A B—p in mind. Note
that he does not claim that B(pA—By) is inconsistent (‘self-contradictory’) as such, but ‘only’



this is first of all for the obvious reason that it is a Moore-sentence, and by
definition that is a sentence that cannot be believed, but it should be pointed
out that as an announcement it can very well be true and therefore executed:
after it, p is (publicly) known, which in fact entails the negation of p A =Kp.
But this means that expansion with p A =K p cannot be successful: yet another
barrier to satisfy the AGM postulates for higher-order belief expansion. Ger-
brandy [Ger99] calls this phenomenon an unsuccessful update; [Ger05] is similar
to [Ger99]. The matter is also taken up in [vDKO5].

For truthful public announcements, the formulas ¢ that always become
known after their announcement can be properly said to be the successful for-
mulas and characterized by the validity of [®¢]p. This entails the validity of
¢ = [®p]Cnyp (in this setting where common knowledge of a formula entails
its truth). The latter says that if ¢ is true, announcing ¢ makes it common
knowledge, which more properly grasps what ‘success’ means in a higher-order
setting. An intriguing question is: Which formulas are successful? An answer to
that question would address knowledge expansion satisfactorily in this higher-
order setting. But the answer is as yet unclear. Obvious inductive definitions
fail. Even when both ¢ and 1 are successful, = may be unsuccessful (for
¢ = p A —Kp), p At may be unsuccessful (for ¢ = p and ¥ = = Kp), and as
well [yl and ¢ — 1 may be unsuccessful.

There are relevant successful fragments of the language. For example, public
knowledge formulas are successful: [®Cn¢]Cny is valid. This follows from
bisimulation invariance under point-generated submodel constructions. Another
successful fragment form the preserved formulas (introduced for the language
without announcements by van Benthem in [vB02]) that are inductively defined
aspu=p|-p|leAY | VY| Kup | Cop | [O-¢lY (where G C N). From
v = [®Y]p for arbitrary 1, follows ¢ — [By]e which is equivalent to [Bp]ep;
therefore preserved formulas are successful formulas. The inductive case [®—p]y)
in the ‘preserved formulas’ may possibly puzzle the reader. Its proof [vDKO5] is
quite elementary (and proceeds by induction on formula structure) and shows
that the puzzling negation in the announcement clause is directly related to the
truth of the announcement as a condition:

Let M,s | [®—¢]y, and M' C M such that s € M'. Assume M', s | —p.
Then M, s = - by contraposition of the inductive hypothesis for . From that
and M, s |= [@-p]y follows M|—¢p, s |= 1. From the inductive hypothesis for v
follows M'|—y, s |= 1. Therefore M’,s |= [@—¢]y by definition.

Dynamic doxastic logic as belief revision We now present a (different
from DDL) dynamic doxastic semantics that can be seen as the implementation
of a belief revision operator. Assuming that the new information state (pointed
Kripke model) is constructed from the current information state and the revision

that asserting ¢ A =By implies By, which contradicts =By [Mo042, pp.204-205]. The further
development of this notion, addressed in our contribution, firstly puts Moore-sentences in a
multi-agent perspective of announcements of the form ‘p is true and you don’t believe that’,
and, secondly, puts Moore-sentences in a dynamic perspective of announcements that cannot
be believed after being announced. Both perspectives appear to go beyond Moore.



Figure 2: Belief revision related to degrees of belief

formula (and does not assume an underlying transition structure), it seems
harder to provide a mechanism that explains adding or changing access than
one for merely deleting access—for the same reason that contraction or revision
needs an entrenchment relation or something similar. A transition as in Figure
1 is hard to justify by the structure of the belief state before the revision. And
another problem is that the dynamic epistemic logics presented so far do not
provide a way to model ‘forgetting’ knowledge or beliefs, as, from an agent’s
point of view, belief and knowledge are indistinguishable in these logics (and
‘belief’ always means ‘conviction’).

In a setting where degrees of belief and possibly knowledge too are repre-
sented, one can provide such a structural justification. For a simple example,
we add another degree of belief to the ‘revision’ example in Figure 1: in Figure
2 the dotted line interprets a stronger degree of belief. It contains (entails)
the weaker, or most normal, belief that is represented as before with the solid
line. There is a one-to-one correspondence between such accessibility relations
satisfying inclusion, and preferences between worlds or a ‘system of spheres’ as
in [Lew73] and also propagated in [Gro88, Spo8§].

The basic idea in [Lew73] is that, given a domain of worlds, from the per-
spective of a given world in that domain, some worlds may be preferable over
others. The worlds for which a preference exists are the plausible worlds, and
the preference is typically a partial order (plus additional constraints). In the
left model in Figure 2, we have that, given world 0, the set of plausible worlds
is {0, 1}, and that world 1 is preferred over world 0, for which we write 1 <° 0;
relation <0 is the preference relation associated with world 0. The set of plau-
sible worlds given world 1 is empty; <'= (). The belief revision resulting in the
model on the right now consists of changing preferences between the plausible
worlds: in the resulting model world 0 is preferred over world 1: 0 <° 1. The
relation between preferences and accessibility is fairly simple. In general, given
a partial order with degrees of belief  we can define s =% s’ if and only if the
degree of world s’ in the preference order <?® is at most z. In Figure 2 we have
two degrees of belief, and therefore two accessibility relations; the ‘at most’ is to
ensure an inclusion relation. To accessibility relations —7 are associated ‘degree
of belief” modalities B* in the obvious way.

Such a modal setting for reasoning about preferences also applies to a multi-
agent situation, one can also restrict oneself to introspective belief or knowl-
edge, and further demand additional (frame characterizable) restrictions ex-
pressing that agents are knowledgable about their own preferences. Concerning
the static picture, such ideas have emerged under the name of ‘dynamic in-



Figure 3: This depicts Spohn-like belief revision in a multimodal setting.

teractive epistemology’ in the game theoretical and philosophical community
[Sta96, AS05, Boa04]—the word ‘dynamic’ refers to the conditional modal op-
erators in those approaches that are used to model belief revision, not to the
dynamic modal approach intended here.> The ideas have also surfaced as dy-
namic doxastic logic(s) in [vDLO03, Auc03, vD05]. We close this paper with an
example of the latter.

Example of introspective belief revision A proposal by Aucher [Auc03] (or
its possibly easier to procure version [Auc05]) can be seen as an implementation
of one of Spohn’s proposals in [Spo88]*. An illustration is depicted in Figure
3. On the left in that figure, the agent believes atomic propositions p and g —
the name 11 stands for the world where p and ¢ are both true. In particular,
Bp is true. Note that in this case there are three degrees of belief, let us say
0, 1, and 2. Degree of belief 0 stands for most normal belief and —° therefore
corresponds to B. Apart from that, we have B! and B2—in this case B? is
equal to knowledge K. For example, B (pV q) is valid on the model: the agent
has a somewhat stronger belief in the (weaker proposition than p A ¢ namely
that) pV q.

On the right the agent believes —p (and ¢). In other words, B—p is true. On
the left, it is therefore true that after revision with —p, the agent believes —p:
[®-p]B-p is true. The belief revision is therefore successful. This revision is
computationally achieved by the following recipe: determine the minimal world
where the revision formula —p is true. This is 01. Now deduct the degree of
that world from the degree of any —p-world. We thus get a degree 0 for world
01, and a degree 1 for world 00. For worlds where the revision formula is false,

3The relation between conditional modal operators and dynamic modal operators, and how
appropriate it is to model belief revision in the former setting compared to the latter, seems
to us only incompletely understood and merits further investigation. See [vDO05], appendix
A, and see [vBVEKO5] for the encompassing notion of ‘relativized common knowledge’—a
proposal to generalize conditional (individual) knowledge.

4Namely the revision also known as ‘minimal Spohn’: when revising with ¢, make the
minimal ¢-worlds the ‘most normal’ worlds, such that they are believed after the revision; for
details, see Definition 6 on page 117 in [Spo88]. In Spohn’s terms the revision in the example
below would be called {00,01}-1 conditionalization of the current ordinal conditional function,
where {00, 01} is the denotation of the revision formula —p in the current epistemic state, and
‘1’ is the decreased ‘firmness o’ with which the p worlds are updated.
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i.e., where p is true, do the same, but ensure that the most normal p-world is
slightly less preferable than the most normal —p. In this particular example we
ensure this by ‘adding 1 to the current degree’. This results in a degree 1 for
world 11 and a degree 2 for world 10. This completes the computation.

The above presents only one example of one dynamic belief revision operator
that can be seen as an implementation of the AGM postulates. This particu-
lar operator is successful on propositional formulas, and for those can also be
considered as effecting minimal change. Other examples are given in [vD05],
the list of over twenty different theory change operators in [Rot04] seems also
particularly suitable for implementation in this setting.

A final word on ‘update’. As mentioned, belief update as opposed to be-
lief revision is also investigated in dynamic epistemics under the name of ‘fac-
tual change’. This is investigated in, for example, [BMS99, vE04, vBVvEKO05,
vDvdHKO05]. These ideas also deserve to be properly applied to the belief revi-
sion arena.
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