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Abstract

Proving is the validation of conclusions by application of logical arguments and rules to
assumptions. In mathematics, an assertion is not accepted as true or valid unless it is
accompanied by a proof. However, proving processes do not exist only in mathematics,
but almost everywhere — in the physical sciences, in computer science, in legal and
ethical argumentation, in philosophy, and so on. During the proving process, a dialogue
between agents is required to clarify obscure inference steps, fill gaps, or reveal implicit
assumptions in a purported proof. Hence, argumentation is an integral component of the
discovery process of proofs in general but also — more specifically — in mathematical
proofs.

The first part of this thesis presents how logic-based argumentation theories can be
applied to describe specific features in the development of proof-events, highlighting
the relation between formal proof, informal human reasoning, cognitive processes, and
social interactions. The concept of proof-event was coined by Goguen who described
mathematical proof as a social event that takes place in space and time, designed to
cover not only “traditional” formal proofs but all kinds of proofs including incomplete
or purported proofs. In real-life cognitive processes, informal human reasoning and
social aspects play a significant role. Our approach attempts to make proof-events
more comprehensive to express the complete trajectory of a mathematical proof-
event, including formal and informal proving steps, until the ultimate validation of
the proving outcome. Thus, we present an extended version of proof-event calculus
named Argumentation-based Proof-Event Calculus (APEC) which is built on the
argumentation theories of Pollock, Toulmin, and Kakas designed to capture the internal
and external structure of a collaborative mathematical practice.

The second part of this thesis demonstrates two scopes of implementation to
highlight the applicability and the expressivity of logic-based approaches in real-life
proving scenarios. The first scope concerns explicit mathematical proving practices,
which can be applied for an in-depth analysis of the internal steps in a mathematical
proof, as indicated in the paradigm of Zero Knowledge Proofs, or for modeling a more

external perspective to highlight the social interactions and the progress during a
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multi-agent proving process, as illustrated in the cases of Mini-Polymath 4 project and
Fermat’s Last Theorem. The second scope is for implicit proving processes encoded
in legal and ethical aspects of medical devices and wearable robots. Legal-Al models
in the medical sector are presented through logic-based systems, where a legal text is
represented by rules that can express legal arguments and exceptions and can provide
explanations as audit trails of how a particular conclusion was proved. The logic-based
legal systems presented in this work are: the WeaRED), an ethical decision-making
system on Wearable Robots’ data privacy; the AMeDC and the Medical Devices Rules
systems regarding Medical Devices Regulation; and the ExosCE Rules system regarding

the regulation of exoskeletons.



xiii

ITepiindm

Aoywxn) tng Envyeipnuatoroyiog xaw twv Kavovewyv ue
Egapuoyveég o Madnpatixég Anodeifelg xow Nowixd
Yvotiuata Teyvntre Nonuoodvng
(Extetauévn Avtotedris Hepilnyn otny EAAnvikny I'Adooa)

Ewcaywyn

H an6dein etvon 1 emindpemon 1wV CUUTEQUCUATWY UE TNY EQPUQUOYT) AOYIXOY ETLYELRTUS:-

TWV XAl XOVOVWY oe LToVEoelc. XTo hadnuatind, €vag Loyuploldg dev yiveTton BexTog
¢ oAnUfc 1 €yxupog mapa UOVo €V 0dNYEL UEGW AOYIXAC AUTIOAGYNONG OTNV AmOBEEn
ToU. {26T600, ATOOETIXES DLudixacieg OeV UTEEYOUY UOVO ool PadTuATXd, ARG OYEDOY
TVTOU - GTIC (PUOIXEG ETUOTHUES, OTNV ETULOTANY TWV UTOAOYLO TGV, OTH| VO Xt Nuixy
emyelenuatoloyia, otn @uiocopla xon 00tw xadedhc. O anodellelc oty eMOTAUN TV
UTOAOYIGTOV UTOREL VoL ElVOL CUCTHUOTA TTOU ATOBEXVIOLY IBLOTNTES TROYEAUUUTLY. Ot
Vouwég amodeielg emtuyydvovial BACEL ATOBEXTOVY ATOOEIXTIXWY OTOEWY Tou Booi-
Covtan oe oyetxd vouwxd mhaioto. Mio nthoer) amddelln unopel vo etvon évor cuumépaoua
TOU TPOXUTTEL OO [ULOL OELRPS EVPEWS UMOBEXTOY ETUYELPNUATLY TOU UTOPOLY YEVIXE. VoL
Yewpendoly aliémota. Emouévee, anotodvton 5eioTnTEC amodeling oc BlapopeTino0g
TOUE(S %0t TUTOUG EQPUPUOYMY X0 UTIOPOLY VoL ETNEEGCOLY TNV TOREl Xou TNV TEH000 OE
oUTOUC TOUC TOUE(C.

Avtxelyevo autrc g peAétng ebvan vo mpooeyyioel Ty évvola Tng amdoelEng and
Lol TEOOTITIXH| TTOU ELVOIL TILO XOVTE GTOV TEOTO UE ToV oTolo YiveTon o avlp®mivog GUALO-
yiopoc. O dvdpwrol 6tay Biegdyouv culhoYlopoUS Uropel vor ahAGEoLY YVOUT OYETIXG.
UE €Vl TEONYOUUEVO GUUTEQUCUN Yl Eval Ve, edv Epouy avTWETWTOL UE TpOoUETEG
TAnpogopiec. Agv UTIXOVOLY ATUEAULTNTA GTOUG XAVOVES TNG <XAACWXAC AOYIXHACY, Ol
YV&oeG Toug Unopel vo elvon eAATELC xat aoUVETEIC xot, ETOPEVGC, VEX DEDOUEVA UTTOPOVY
VoL avaxaAécouy T cuunepdopata mou e€dyovton. Ilapdho mou 1 padnuatixr yvoon
mopouctdletoar ouvAtLS wg Wi Btadacior Tou odnyel otny «arfdely e@apuolovTog
AoY1600¢ XAVOVES, 1) avaxdAL( T Twv amodeilewy etvar puor To Tepimhoxn dtadixactio YEUT
EUTOOLL xan adLEE0dA TOU TEETEL VoL EMEPAUOTOUY. MTOYOC UG Vol Vo TUPOUGLAGOUNE
€val JoVTEAD pordnuotixc ovaxdAudne mou amewovilel T UVOEST) UETUED TWV TUTIXOV
amOBEEEWY o TWV ETUTOV XOWVWVIXDY X0l YVWO TGV Toug TTuy@y. H eveh&io Tou av-
YendTVoU GUALOYLOUOU EYEL WG eTaxdlouto 6TL oTolEcdATOTE TpooTdUElEC HoVTEAOTOINONG

TWV YVOOTIXOY OLAdLXACLOY TIoU EXTEAOLY oL dvipwTol TEoUnoVETeEL TOV GUVOLUCUO
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SapopeTinmy teyvixwy [1].  Melétec ot yvwotnd Puyoloyio éyouv beiler [2] 6t
ol mpocéyyloelg mou Pociletan oty emyelenuatoloyio umopolv va Porndcouy otny
EVOWUATOON TNG UE EUPUTERES HOPQPES avIoOTIVIG ETXOVGVING OTIKS O BLIAOYOG, 1) ov-
TinaEdeoT), 1) emxdEWON XL 1) UTERACTIOT) - EWOXE GE NULTEAT) X0 BUVAUIXE HETUBOANS-
ueva mepBdirovta. Tt T0 oxomd autd, Yeletdue TIc ahANAEVOETEC TIEPLOYES AmODEIENG
%ol AOYIXAS UECO omO ToL OLAPOEO DUVAULXG UETABANAOUEVOL XOWVWVIXY TEQLBGAAOVTOL ol
TEOTENVOUNE XUTIAANAES UeVoBOAOYIEC VLol TNV AVATHEACTACT] TOU GUAAOYLOUO XOU TGV
OTOBELXTIXWY OLUBIXACLOY TV ORWVTWY.

Y1oyog authAg TN dtatplPnc elvon 1 peéTn Tng évvola Tng ambdeng mou yivetan
xotovont we amodeiktikd ouuBdrta (proof-events), pe v évvolr tou Goguen [3]
xoL TN oyéon g pe TNV emtyetpnuatoroyio.  H €vvola Tou amodewtixol cuufdvtog
Eyel oyedloTEL Yo Vo TEQLAOUBAVEL OTIOLUBNTOTE AMOBETIXY DPACTNELOTNTA, CUUTER-
thauBavouévey TV Aavioouévey, acopmy, ad@oBnToOUuEVLwY 1 EAMTGY amodeilewy.
Katd tn Sidpxeior tne amodewtixnic dtadaciog, anouteltor SIGAOYOS HETOED TWV dpMVTGLY
(agents) yua va Sleuxpviotoly o acopry Briuata, vor xahugdoldy xevd 1 va amodetydolv
éupeoeg UTOVETELS OE Ui Un OAOXATEWHEVT amodeLln. S0 €x ToUTOU, 1) ETLyEIPNUATONOY N
elvor avaméoTacTO CUCTATIXG TNE OLadixaciog avaxdAudne Twv anodellewy yevixdtepa
OAAGL YO - THO CUYXEXPWEVD - OTIC padnuotinég amodelels. H éugaon uag ebvon otny
OVTUANAY ) ETLYEIRNUATLY X0 AVTLETLYELRNUATWY TOU AoBAVEL YW XATd TNV amOBEET),
xadog 1 drahexTind| QUoT TNE EmLyElenuaToloYlog elvar TopdpoLd UE ToV avlp®TIVO GUA-
Aoyiouo.

Avuth elvor o Véo Tpocéyyion oty onola YeNoULOToUVTOL TEYVIXES Xon Vewpleg
OO TNV EMLYELRNUATOAOYLO YIaL VO UEASTACEL XAl VoL EXPEAOEL UE IO ETUPXY| TPOTO TOGO
TIC TUTIXEC 600 %o TIC HTUTEG XUTNYopleg amodetxTixwy dtadaotwy. Ta amodeix-
Tid oudBdvTa emexteivovTal xon avamoploTavIal GE ULl HoP@T) BLHAGYOU UETAED ORMOV-
TWV TOU YENOHIOTOOLY ETLYELONUOTA Yol Vo EAEYEOUY TNV EYXLEOTNTA TV BNUdTtey
UG omodEENG, odNYOVTIC oTNY avdmTuln evoc Veou hoylopol mou ovoudletor Aoylo-
uéc Amodetixwy LuuBdviwy Bdoer Enyeionudtwy (APEC). H cupfoly tne npotewo-
UEVNC TEOoEYYIoNG efval 6Tl GUVOUALEL TIC OMOBETIXES TEOXTIXEC UE TNV AOYWXTH TNG
emyelenuatoloyloug wote vor owodouniel o yépupa petald tng enlonung amddeling xou
NS AVETONUNG XOVWVIXAC AAANAETBpaoNe otny avalATNoT TNG AmOBELENS HATUOHEVS:-
Covtag éva Joviého mou oyetileton OTEVE UE TOV TPOTO Ue Tov omolo eleMooeTon 1)
anodelln oe mparypatixée ouviixec. Ia var atoloyniel 1 egapuooyudTnTa TOL EV AOYW
Aoyiopol ot TV TEOTEWOUEVLY AOYXOY UEVOBWY OE TEAYHATIXG GEVAQLA TUQOUGCLS:-

Covtar 600 TEdio EQUPUOYAG: TO TEWTO aPopd epapUoYES ot Uadnuatixée amodelleig
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%L TO OEVTEPO OE Vouxd xou NIxd GUOTAUATH TEYVNTHS YONUOCUVNG OTOUS TOUEIC TwV

LUTPOTEY VOROYIXMY GUOXEUMY X0 TNG POUTOTIXNS.

Oewpentixo YnoBadpo

H pordnuater| yvaorn napouctdletar ouvAlne »g Wia dladixacta mou odnyel oTny <ot
Yeway e@apuoloviag hoyixols xavoveg elaywyic ouunepaopdtwy. otéco, 1 Uadn-
ot Btepebvnon ebvon Wi o epimAoxn Swaduacio. H avaxdiuvdn, n Snuovpyixdtnra,
1 EMXOVLVIA Xou 1) cLUC TNUATOTOINCT) Eivol PEEXE OTOLYEld TTOU Ol HoINUATIXES UTOBELX-
Tiéc Otadixaoiec mepéyouv [4], ahhd cuyvd N amddelln yiveton avTANTT Xupine g
uédodoc meroic [5]. H eupltepn évvola tou Goguen [3] yio to amodetxtind ouufdy ebvan
XOUTAVONTH WS EVOL OUOTLO XOWOVIXO GUUPBAY UE CUYXEXPUIEVO TOTO Xal YeOVO Tou e€ehio-
oETOL Y0P OO [ULOL XOWVOTIOUNUEVT] AVATTUCGOUEVY) ATODEIET EVOC TEVEVTOC TROBAAUATOC.
'Eyel oyediootel yio vo tepthopfBdvel omoladToTe amodeTiXT) SpaoTNELOTN T, CUUTEQUA-
UPBOVOUEVWY EAATTWHATIXDY, ACAUPDY, AUPIOBNTOVUEVGDY 1 EAMTOY anodellewy. Ou Bov-
SoLhdng xar Ltegavéos [6] meplypdpouy Tor amodexTixd cuUBAVTO (¢ SpaoTNELOTNTES
£VOC GUC THUATOS TOANATAGY BEMVTWY TOU EVOWUXTMVEL TNV 16 TORIN QUTMY TWV dRao TNEL-
OTHTOV UE TN LOPPT| 0XOAOUTIOY ATOBEIXTIXDY CUUBEVTOV.

H obyxpion petald anddelng xau emiycipnuatoloyiog Bactleton oty aviiindn 6t
N ondoeln (oupmepthopfovouévwy eEAMTOY 1 axdua xon Peudiv amodellewy, Eyxupmv
A N €yxupwy Bnudtwy, cUPTERUOUdT®Y, WBEDY, %.AT.) umopel vo Yewenlel we éva
ouyxexpévo eldog entyelpnuatohoy ol Aéyou ot podnuotixd [7]. Tlohhol epeuvntéc
mpoomdincay vo del€ouv OTL 1 Sladixacior Ye TV omola ot podnuotixol afloloyoly To
OLANOYIOUO Elvol TOEOUOL UE TNV ETLYELRNUATOAOYI, Yol TORAOELY A TEOCUPUOLOVTOG
10 Yovtého emyetpnuatoroyiag tou Toulmin [8] oe podnuoatind napodeiypota. O Ab-
erdein [9-11] tévioe 1 yphon oplopdtwy ot Ladnuotixés oULNTACELS Xal TROXTIXEC.
H Pedemonte [12, 13, 7] vhonoinoce éva epmioutiopévo povtého tou Toulmin yio va
vntodelZel Tic ouVdEoelC peTady emtyetenuotoloyiog xar amddene. O Krummbheuer [14]
ELOTYOYE TNV AVIAUCT] TNG CUPUETOYAC XU TNG CUANOYIXAG ETLYELEUUTONOY aS YeNol-
womotwvTog T Yewpla Tou Toulmin yio v avdmtuln wag Yewplog ahinAienidpaone otny
expdinon v padnuotxdy. Ov Knipping ot Reid [15] Boolotxav otn Yewpla tou
Toulmin yua vo ouyxpivouv xa v Teptypdpouv TayxOoUIES xon TOTXES BOUES ETLYELTUO-
Tohoylog ue otéyo TN PardiTERY XATAVONOT TWY ATOOEXTIXWY OLadixactwy oty Tén. Ot
Meto€de x.8. [16] napouciocay pedodohoyieg yia n ueAétn Tne pordnuatixic TeaxTxhc
OE Lol TUEY TOU EUTAEXETOL OF ETLYEIRNUATOAOYIXES ORUCTNELOTNTES EVOWUATWVOVTOS TO

uovteho tou Toulmin xou 0 oyHua emtycipnuatoroylog.
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‘AN\eg mpooeyyioelg UToBEWYOOLY ETiong TN oOVBEST) UETAEY wardnuaTixol GUALOYLO-
wo0 xou emtyetpnuatoroyiog. O Krabbe [17] mapousiace druneg wordnuaTxéc amodelEelg
OC ETLYELRHUATA, EQUEUOLOVTAS TN TEdYUa-OloahexTixy| Vewpio Tou eumioutileton amd
Yewpla TV OTEATNYIXGV EAYUMY Yo Vo EVIOTIOEL OTIC omodellel o TEcoEpa G TAOL
e xprtixhc oulitnong: avtimopddeon), dvolypo, Emyelpnuatoloyia, TEAxS otddio [18].
O Aberdein [11] tévice ™ o0Vdeon tou podnuotixol cuAoYloUol pe epyaheia ToU
avamTOy U@y amd Tov EMOTAULY TG dtunng hoyixric Douglas Walton yio vor exqpd-
OEL Oy AUATY ETLYELRNUATOAOYIOC (¢ TAEVOUNOT TV Brudtny emtyciendotoroyiag xadog
XU TV BLIAOYWY 0¢ GLUUPEUCOUEVT TUTXOTNTA PUECW UadnuaTixey emtyetpnudtwy. To
«AnodeiZeic xou daevoecy [19] tou Lakatos eivan emlone éva xhaoixd épyo mou ur-
oypoppiler Tov pého Tou BlahGYoU UETHEY TwV SpdVTwy (EVOS BAOKAUNOC KoL OPLOUEVKY
LodnTédv) oTic Tpoondiele anddelEng XoddC XoL OTNY XELTIXY OUTWV TWY TEOCTIIELDY.
To €pyo oT0 [20] TOEEYEL EVOLY TPOTO TUTIOTIOMNONG TWV XOLVWVIXGY TTUYMV TV Amodell-
€WV EQUNVEVOVTAS TNV TUTN Aoyixr Wiog hardnuotixig avaxdAudng péow tou @axol Tou
ETULYELENUATOROY O BLUAGYOU.

Ou pehéteg yioo TV avodAudT TV Ladnuatix®y €youy eTONS YENOULOTOOEL TNV
€vvola TNG «CUANOYIXAC eTLyElonUatoroY oy yior Vo eEETAo0LY oLdTERO Tor Lo nuorTixd
YAQUXTNELO TG TV OLIAGY WY, xaddg BidpopoL yuﬁnuauxoi/Bpo’wrsg ouvepydlovTon Yo
va anodeifouy évay oyuptoud [21]. H évvoua NG ATOBEENS 1S AOY O X0l 1) BRACTNELOTNTY
TV SpWVTOY Blepeuvdtor 6To [22], dtou pa Slhoyixr Teptypagr| Tng LadnuotixAc anddellng
mpowlelton yioo TV Topaywyr| emednynuatixic tewole. 26T600, 08 AUTO TO OYTUA, O
oxenTo T Vewpeltan we enl o TAEloTOV «OLWTNAGCY (23], eved euelc emduyolue va
amewoViooude €€lG0U TIC XIVACELS XoU TOL OVTETLYELRHUOTO TTOL ONULOVRYOUVTOL A TNV
GAAT TAELEA Yo Vo xaTavoriooupe Barditepa TNV OAT LodnUaTr TEoTIXNY oL VoL ToVi-
coupe TNV o&la Tng avtidetng mAevpdc oty amodetx Ty dtaduacta. Mo dAAN perétn
TOL €0 TIALEL OTOUC BEWVTEC TOU TOEAYOLY TIC ATOdELELC TopoLGIdlEToL GTO [24], 6mou
x&e pardnuoatind Priuc avTioTolyel oe Uil SPACTNELOTNTO AmOOEENG XAl 1) ETUOTUT Mo
Unuotier) amédelln etvon yior avapopd Tne aviictolyng SpactneldtnTag anddeing. To
OYEDLO Lo orIMUOTIXAC AmOOELENS CUAAIUBAVETAL (OC TO GYEDLO TV BEWVTWY TOU TEAY-
uatomoinoay TNy avdhoyrn andoelln. I'evind, ol napandve yeréteg napéyouy mpooeyyioelg
LodNUATIXO) AGYOU TOMAATAGY BEMVIWY AT6 Lol TO QPLAOCOPLXT] TEOOTTIXY|. TN OixH
MO TPOCEYYLOT), ETLYELROUUE VL Tapdoy OUNE EVa ETloNUO TACIO PECW EVOS AoYLIXOU Ao-
YLOUOU Yol VoL EXPEACOUUE TOUG AVETOTUOUS BLHAGYOUE Xou Tor dTuTa Bruota Tou yivovTo
oTr dordnuoTixr) TEdln.

‘Okec autéc oL yeréteg Tovilouv TN oyéon xou T oOvdesT Yetald ToU GUAAOYLOHOU

oty emyelpnuotoroyio xou otny anddeln. H mpooéyyior yag emyeipel vor amocupnvi-
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OEL QUTH TNV EYYEVY OYECT] HOVIEAOTIOWWVTAS TOV ETLYELPNUATOAOYIXO OLIAOYO XATd TN
OLAOXELAL TOV LAINUATIXGY UTIOAOYCEWY X0 EENYHOEMY GTNY ATODELXTIXNY TOUG DPAGTNELO-
T H emyeipnuatoroyio etvon €var loyupd cuAhOYIGTING epyahelo TOU EMTEENEL GTOUG
CUUUETEYOVTEC GTO OIGAOYO VoL ETLYELONUATOAOYOUY Xou Vo avTinapatidevTar, va loyupi-
CovTan xou VoL avTixeoouy, VoL ETLXURMVOUY X0l Vo axURMVOLUY Bruato pordnuotinod cul-
Aoylouol Tou 6ToYELOLY OTNY ENAUOY VO TEOPBAYUaTOC. AuTo odnyel ot pa BardiTepn
XATOVONOY] TWV LY VA AVTLPATIXOY 0RUUATMY, TROOTTIXMY XUl CTRUTNYIXOY ETIALOTG
TEOBANUATOV TWV CUUPETEYOVIWY OE Vel TROBANUN TOU £V TEAEL XATUATYEL OTT) CUUPLVIOL
xaL ouValvesT) Toug [25]. Yuothuata mou Bactlovton ot Aoy yiot Ty e€ETaoT XaL TNV
aCLOAOYNON) ETLYERNUATWY €YOUV EQUPUOCTEL EVPEWS, ONUIOLEYWVTIS OLUPOPES ETIOT-
uec petddoug emtyetionuatoroyiog [26]. "Evo onuelo exxiviong authic tng drotetBnig etvon n
Tpocéyylon e Aoywic entyetenuatohoyiog tou Pollock [27, 28], 1 onola mopovsiace pio
oo TIC TPWTES U1 LOVOTOVIXEC AOYIXES UE EVVOLEC TOU ETULYELONUOTOS XaL TNG Oidpevong.
Ewdyel enlong v avoupéolurn emtyeipnuotoroyla 6mou tor emtyepuato efvar aAvoideg
GUALOYLOU®Y TOU UTOPEL Vo 00N YACOLUY G GUUTERACHA, V& TEOcUETES TANPOPOpleg
umopel va xotacteédouy TV olucida cukhoyiouwy. H turonoinomn tou avomtdydnxe ei-
voi xuplwe Wior vhomoinom Boaciouévn oe axoloudieg [29] o OTNY APNENUEVY] ETLYELRTUL-
tohoyio Tou Dung [30], egapuélovtac tny tpocéyyion tou Pollock yuu tov avatpéotuo
ouloyioud [27], ye ) Boowr| dopr| tou povtédou Toulmin (8] yia v avonapdotoon
evog emyeeruatos. H mapoloa épeuva otoyelel va enw@eindel, va Baciotel xo va
EVOWUATOOEL TIC TORUTAVG TEOCEYYIOE UE TPOTO TOU Vol YeNoLoTolel entiong YVOOELS
and Mo épya, 6mwe twv Kdxo xow Aotlou [31], napéyovtac wa apnenuévr, ewentiny
e€epelivon Tng hoyAc emyelenatoroyiog Tou e@apudleton xuping (aAAd Oyt amoxAeLo-
Txd) otig padnuotixés anodeiEelc.

Aovyiopog Anodextixwy YuuBaviwy Bdoeslr Enyeipnudtony

Yougovo ye tov Lockhart [32]: «Ta padnuatikd dev elvar otnr ‘adrjdaa’ addd otny
e&nynon, to emyeipnuay. To anodextnd cupBdvta tou Bactlovton ot entyelpnatoloy o
uTopoLY va. yenotponondolv yio TNV Ttpomddnon Tou padnuatixol Slakdyou oTov onolo
ONOL Ol GUUPETEYOVTEC GUVERYALOVTOL Yol VoL EEETAGOUV XELTd TEVEVTA TEOBAROTA Xou
VoL EVIOYUO0LY TIG IXavOTNTES oXEdNg OTwe 1 eTthucT TEOBANUGTOY, 1) punvela, 1 Tew®
xa 1) OnuLoueyxoTnTa. )¢ X T0UTOU, 0 6THY 0 TNG UAANAETBEUOTNG TWV YAINUATIXGDY OEV
elva TAEOV 1) XAANEQYELL ATOUXDY OEELOTHTOLY ETIAUGNC TROBANUATLY, AAAd 1) AvaTTUE
TUVEPYATIKGY 1KavOTHTWY €Tlvons mpofAnudtwy [33].

Mepixd and 1o epwTAUATO TOU UEAETAUE ElvaL:
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1. H oyéon peta&t drunng ka1 tumknig andoeéns otny mpaypatikn panuatikn tpax-

TIKT) Kal €mKowwvia.
2. H oyéon petal emyeipnudtwy kar painuatikoy arodelkTikwy 0pacTnpioTiTwy.

3. H oxéon peta&d twv owveopopdy twy eumiekdpevwy painuatikdy kail tns padn-

Hatikns anédeiéns ws teAikd anotédeopa.

H yvwotixd emothun éyet 8eilet [2] 6L 1 Slohoyixn @lomn tne entyelpnuotoloyiag etvor
ToEOUOL PE TNV avlp®Tve Aoyxr oty anddelln. O dvipmnol mou die&dyouvy GUALOYLO-
Lol 8ev axohoudoly amopaiTnTo TOUS Xavoves TN «hoywicy [34]. Ot dvipwrot ebvar o
mioavd vo xatahhEouy oe cuunepdopata Ue Bdon Ty avtikndn xa Ty eunelplo Toug, avti
VoL x8vouv el AloTor SEBoPEVGLY Yo var Bydhouy cupmepdouaTa axohovimvTag aueTNEd
TN hoywer). Mrogel vor aAAEEOUY YVOUT OYETXE UE EVOL TEOTYOUUEVO GUUTEQUGIOL YOl EVOL
Véua, edv éptouy avtipétonnol pe tpéoieteg mhnpogopies. O Yvhoelg Toug umopel va
ebvon ehimelc xou aoLVETElC xot, WS €x TOUTOL, ToL VEX BEBOUEVA UTOPOVY VO AVAXUAEGOUY
ot ouunepdopata tou e€dyovtan [31]. Etot, o avipdnivoc culloyioude ebvar Tic TEpLo-
0OTEPES POPES ETMAYWYIXOS. 20TO00, Ol AVETIOTNUES Xl XOWOVIXES TTUYEC TNG ATOOEIE NS
oLVAYWS BEV AVTITPOCWTEVOVTOL ETUOXMDS GTOL ATOTEAECUATO AMOBELENC TOU TOREYOVTOL
oty Tehxy wopgr. Ot mpooeyyioe mou Bastlovion otny emyelpnuatoroyio umopoly
vo. Bondfcouy TV evowpdtwot Toug oe evplTEpa TANoW aVPOTIVAC GUAAOYLOTIXNAS,
eWd o duvod TEPUBGAAOVTA OTWE Tol PodNUoTiXd TEQBGAAOVTOL TNG TEOYUAUTIXNAG
Cwnc. To povtélo mou mapouctdlouye entyelpel Vo amexovicel Toug Blahdyoug ToL(WV)
amodexviovTog(tv) xat Tou(wv) epunveuth(wv) ot évo oUOTNUA TOMATAGY SpHVTWY,
expEAloVTAC TOGO TNV EOWTEPXT DOUT| TV ETMLYEIRNUATLY TOUC XAl ETOUEVWS TN YV~
oTixr) Toug OXEPT xS xon TIC EEMTEPUES XOWVWVIXES AAANAETUOPACELS UE TIC XIVACELS
eMLyEleNUOTOAOY 0G.

Atepeuvoiue T padnuatied) omodeln e anodextixd cuuBdy mou Pocileton otny
ETUYELENUATONOY oL Y1 VoL DLUGAPTVIGOUUE Tl ONULOVEYIXGL YOEUXTNELO TLXE TNG ETLY ELOTUO-
Tohoylog oL elvon oNUAVTIXG Yot TNV AmOdELLT], OTKS 1) SLAMEAYUETEVDT), 1) CUVERY AT
xoL To yovio Addog. Auti| 1 mpocéyylon Uog Oivel T duvatdTnTo Vo EEETACOUUE T
eldn CUNAOYLOUMY TIOL UTOEOVY VUL YENOYOTIO|GOUY GTNV UAANAETOEAOT) TOUS OL BRMV-
TEC XOU TS 1) XOWVT) BEUCTNELOTNTA UTOREL VO TOUC ETNEEUCEL WOTE VoL ONULOURYHOOUV VEX
emyelpriuata xordng TEpVolY amod Tig UTOVECELS EVOC TEOBAUATOC OTNV amodELEY| TOU [21].
H emyetpnuatoroyio emTEEREL 6TOUG CLUVEIGPEEOVTES Vo ELGEATOUY GE BLIAOYO %Ot TN
OLdipxeLol TNG BEACTNELOTNTAC eNtAueNC TEOBANUATLY YLol VO BOXUYIAGOUY EVOANUXTINES
OTEUTNYES ATODEIENG, VoL EAEYEOUV €V TPOTEWVOUEVO ETYElpTU 1 (Lo O 1) Evar U€pog
UG amO0eLEn péy et var xatahNEouy ot TEAXY| CUUPLVIX [25]. Auth 1 mpoonTiny| unopet
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VoL VOOLOOPPOOEL T1 oIMUATIXT| avoxdhudn oe ol SLladpao Tixy), Slameory aTeboun),
XOWVWVIXT| Btadasta.

Av xon par véa amédelln cuvdng amodidetar 6Tov AUTY Tou TEOBAAUTOS, Elval TO
OMOTENECUA XOWGDY TEOCTIUUELDY BLAPOPETIXGY BEWVTWY, 0 xoévas and Toug omoioug
E€YEL OLUPOPETINEG TPONYOUNEVES EUTELRIES, Baoxés YVWOELS, BeCIOTNTEG AmMOOEENS Yol
bpapo Tou mpoPhuatog [35]. Tlpoteivouue éva povtého yioo v exudinon twv podn-
HOTIX®Y, O6Tou 1) enthucT mpoBinudteny Jewpeiton wg ovAdoyikn) avakdAuypn amodeik-
ukdy ouufdvtor [36, 37]. To clotnua avamuplotd 6An TV totopla Tng avoxdiung oe
OLUPOPETING. ETUTEDA AUTOBELXTIXWY CUUPBAVTOLY X0 TNV EMONUOTOLEL UE TN LOPYT| CUVER-
YUTIXOV ETULYELPTUATOAOYIXWY CUVELGPOPMY TIOU TEQLAAUBAVOLY BOXIUES, CUYREOVOELS Yol
v emxpmoT 1) TEPUATIOUS TUNUAT®Y Ty LT avdntuén anodeilewmy [38]. Y10 tehixd
Brua, 1 enlonun anddelln ehéyyeton, xatavoettar xou emPBeBaldVETOL amd Th OYETIXNY Ua-
VNUOTIX XOWVOTNTA, DOTE VoL OVAY VWRLO TEL ¢ £YXUET.

O oxondg autrg g €peuvag elvon vor HEAETAOEL XU VoL THPOUGLACEL TG OL Vew-
plec emyelpnuatoroyiog mou Bactilovion oTn hoyixy UTOPOVY Vo EQPUPUOCTOUV Yo Vol
TEPLYPAPOUY CUYXEXPUIEVA YUPUXTNPIOTIXG OTNV AVATTUEY TV OTOBEMTIXOY CUUBAV-
v (proof-event), toviCovtag tn oyéon petall enlonung amddelgng, drunou avipdtivou
GUALOYIGHOU, YVWO TIXWY DLAOLXACLOY X0l XOWVWVIXWY dAANAETOpdoewy. H €vvola tou
amodewtol oupfdvtog emvorinxe ané tov Goguen, o omoiog mepLéypae T wardnuoTixn
AMOBEIET) WG EVOL XOVWVIXO YEYOVOS TIOU AUUBAVEL Y(OEU OE CUYXEXPWEVO Y(DEO %ol YPOVO,
OYEBLIOUEVO VO XOUAOTITEL OYL UOVO TS «TUQUOOCIOXESY TUTIXES OmOOELLELS OAAS Aol Ta
eldn anodellewy, ocuunepthaBovouévey Twv EAMTOV 1 UToUeTXdY amodellewy. XTig
TEOYHATIXES YVWO TIXES Bladixacieg, 0 avlp®OTvog GUAAOYIOUOC X0l Ol XOWVMVIXES TITUYES
matlouv onuavTxd poro. H mpocéyyiot| pog emyetlpel vor xdvel tor amodetxtind cuuBavTa
IO TAY|EN YLOL VoL EXPEACEL TN GUVOALXY| TEOYLY iog hardnuatixhc dtadixactag, cuuTEpLho-
Bovopévmy 1600 TWV TUTIXMOY 600 Xl TWV ATUTLY BNUdTwy amodeling, Uéypt TNy TEAXY
emx0pwon Tou anmoTeAéopatoc g amodelne. 'Etol, mopouctdlouye Uiol EXTETUUEVN
€x000T TOU AOYLOMOU ATOBELXTIXGY CUUBAVTWY UE To dvoua Aoyioudc AmodemTixwmy
Yuppavtov Bdoer Emyepnudtwy o onolog Baciletor 6tn Aoyt Tng entycienuotoloyiog
twv Pollock, Toulmin xow Kakas xau €yel oyediactel yior var umopel vor xotorypdipet tny
€0WTEPIXT Xl EEWTEELXT) BOUT| ULog CUANOYIXAC MANUATIXAC TEOXTIXHC.

O Aoyioudg autog pmopel va yprotuononiel o cuVERYUTIXE PardNuoTiNd TEQUBAA-
AOVTOL OTIOU 1) ETLYELRNUATOAOY N UETOEY TV Uadnuatixey pmopel va yenoionoinvet
YL VO TIOROXLVACEL T OMULOURYIXOTNTA Xo TNV avoxdAudm 1 var BIEUXEIVIOEL OXOTEWVG

ornuela pwog utottdéuevng amddeine. Emmiéov, 1o APEC dieuxolivel Ty tutonoinor oi-
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ADEAC TIXWY Y NUATOY ETULYELENUATONOYIAS YId TNV TEQLYPUPT TNG LoINUXTIXG DRUC TNELOTT-
Tog eniAUoTE TEOBANUATWY TOU AVTIETWTICEL EVOEYOUEVES AVTLPAOELS %ot ABLEEODA.

To Baoixd yéern autoh ToU AOYIGUOU ETLYPoUATIXG Elvar Tar EAC:
o Aopixd Xtouvyeio:

— prem(e): To 8edoyéva @ tou amodextixol cuufdvtog e.
— concl(e): O woyuptoude ¢ Tou amodextixol cuuPBdvTog e.

—infRul(e): H eyyinon w tou anodemtixol cuufdvtog e
« Kwroeig emyesipnudtmny:

— Elaboration(e,S): H 8hhwon S evioylet to anodeixtixd cuufdy e.

— Equivalent(e,e’): To anodextind oupBdy e eivon 160d0VoHo Ye To amodewx-

w6 ouuBdy €.

— Rebutting(e*,e): To anodetixd cuuBdyv e* avtixpolel Tov Loyuptold Tou

amodELXTIX0U cuuPdvTog e.

— Undercutting(e*,e): To anodewtixd oupPdy e* avtixpolet tor dedouéva Tou

amodELXTIX0U cuPdvTog e.

— Undermining(e*,e): To anodeixtind oupfdy e* avtixpolet Ty eyyinorn tou
amOdELXTIXOU GuPBdvTOC e.

o JUANoYLoTIXA:

— Support(e',t): Anodetind oupPdvta ¢’ Touv otnpeilovy to arodextind ouy-
Bav e.

— Attack(e*,t): Anodeixtixd oupfdvta €* mou emtidovior 6To anodeXTiXd ouy-
Bdv e.

« Xpovixda Katnyoprpata

— Happens(e,t): To anodeixtixd cuuPdy e ouyfaivel ) ypovinh otryun t.
— Initiates(e, f,t): H ahknhouyio f tou e Eexwvder tn ypovixr otiyus ¢.
— Clipped(e, f,t): H ahknlouyla f tou e Broxdmtetar ) ypovixr otyun t.

— Terminates(e*, f,t): H odknhouyio f tou e tepuatileton amd to e tn ypovixn
oTypn t.
— ActiveAt(e, f,t): H odhnhouyia f tou e eivan evepyt| tn ypovixt| otiyus t.
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— Valid(e, f,t): H odknhouyla f tou e eivon éyxvpn ) yeovixr otyun t.

Iati arawetvar n avdrrvén tov Aoyiopol yia éva emiyeipnuatodoyicé povtélo; Y-
doyer Eva xevod otn PiMoypagpio oYETINS UE EpYaAEld TOU UTIOPOVY VL TAPEYOLY TUTILXG. -
UTOAOYIO TXE GOpT| - GTOLYELN TTOU UTOPOVY VAL BLOYELPLO TOLY TNV TOLUALXL TGV BLUBIXAGLEY
ToU GUVAYKC EUTAEXOVTAL OTNV XUTUOXEUT] OMOBEEEWY, EBXA OTAY TEPLEYOLY ATUTOUS
wordnuotixole dlahdyoug e UTOVECELS, ETLYELRNUATO, OVTITUQUOELYUOTO X.AT. [39]. H
OLVELOQYORY UoG apopd TNV emelepyaoia EVOg avahuTIXoL TAWGIOU TOU ToEEYEL Eval €p-
yaheto yio TV mEpLypapn xon TNV aloAdYNoT TNg hardnuoatixic anddelng ue Bdon tny
enlonun dourn, TIC CUVEIGPORES TV DEMVTWY, TNV ETLYELONUUTONOY A Xou TNV aAAnAouyia
TV emtyetenudTony. To mapamdvey yoeaxTnELo TiXd amoTEAODY GUVBUUCUOS BLUPOPETIXMY

XoTNYopLV entyeenuatoroyiog [40] evonyatwuéves ot éva mhaicto.

Egopuoyec o Madnpatixeg Anodeigelg xauw o Teyvntig
NonpmooOvng Nopwxd Xuothipota

Anodei&eic umdpyouy mavtol, 6mou we «amodew T Sladxacioy opllouUe OTOLBHTOTE Ot
aduxacio oxohoudolue ye Bdon xdmolo Aoyt yio v amodelloupe Tov EmuUnNTo oY UELOUO.
Iapoucidlovton 500 TEdiol EPAUPUOYTE VLol VO TOVIG TEL 1) EPUPUOCHIOTNTA XOUL 1) EXPEACTINO-
TNTO AUTAG TNG TEOCEYYLONG OF TEAYUATIXE OEVEPLAL UE DVO DLUPORETIXOUE TOUELS LAOTOMN-
OMG: TO TEWTO UEPOG TEPLYPAPEL TNV TUTOTOINOT) QUECKY ATODELXTIXMDY BLUBXACLOY GTO
Touéa Twv Madnuatixoy ot 1o 8e0Tepo UEEOC TNV TUTOTONGT| EUUECHY ATOOEIXTIXY
OLBXACLOY OE GAAOUC TOUElS, OTWS O Vouuxd xou NUixd GUC THUNTA.

Y710 mpwTo Tedio mapouatdlel Tig o Aoyloudg Atode Tty Xuudviwy Pdoet Emuyet-
ENUATWY UTOREL VoL LOVTEAOTOLACEL TEAUX TIXES U NUTIXAG ATTOOELENG, APEVOS, ATO Lot EIC
Batog avaALOT TV ECHTEPXMOY BNUATWY TN HotdNUoTX: ATOBEEY), OTWS UTOBENVOETOL
07O ToEAdEYH TV ATodeilewy Mndevixic I'viorng, agetépou, amd gl To omooTo-
CLOTIOUNUEVT] TTROOTITIXY|, LOVTIEAOTIOLOVTOS TIC XOWMVIXEC AAANAETULOPUCEICKAL T1) YPOVIXT)
eZEMEN TV CUUPAVTWY Xt T1) BIEXELOL LG ATOOEXTIXNG SLAOXAGTOC TOMNATAGY BEWV-
TV Onwe aneoviletar ota topadelypota tou MiniPolymath4 xou tou teleutaiou Yew-
eruartog Tou Pepud. Ot mapoxdtw e@oapuoyEés aneovilouv T GUUBOAY TV Bp®VTKOY 6T
otdcactor Tng amédelEng. Ou mAnpogoplec mou houfBdvouue amd auTtol Tou TUTOU TIG
EQUQUOYESC UTODEWVUOUV OTL TAL YOQUXTNEIO TIXG YO 1) TOLOTNTA TV DLUAOYWY UTOPOLY
Vo emnpedcouy T pordnuotier) oxédn xon meaxTixr.  Apyxd, 0 XeVTpwOC 0TOY0S TNG
{Blag e amddelEng etvon var TeloeL TNV UTOAOLTY XOWOTNTA Yiol T1) BIXOUOAGYTIOT) XOL TNV

EYHUEOTNTO TNC TEOTEYYLIONC XAl TWV ATOTEAECUATWY xdmolou. EmimAéov, dhot ol dodvTec
)
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GUUBEALOLY ouavTIXG oTT) BladLxaola, apo Bidpopol AvIpmTOL ETPETE VO CUUUETACY OLY

oty en{tevn Tou xowo) Toug GTOY 0oL, TOU Elvol 1) ATOBEIET) TOU TPOBAAUATOC.

e To APEC pumopel va yenotwormomdel yio vo tutonoioet o Bddog o Bridata
TOL AoBAVOUY YMEO TNV ATOOEIXTIXY OLUdIXACI0 CUYHEXPWEVLY TUTWY ATOOELE-
€OV, OTKG OTN UEAETY TepinTwong pog Yo Tig Arodeilelg Mndevixfc I'viong. Ot
AnodeiZeic Mndevixric I'vidong amotehodvtan amd Eva tpem10x0A0 YETOED (ToUAd)yLo-
T0V) 8V0 atéuwy 6To omolo éva pépoc, Tou ovoudletal amodEVIKY, TEooTalE!
vo. amodellel éva ouyxexplévo onueio 6to dhho uépog, Tou ovoudleTon ETOAT-
Yeuthc [41]. To 8o uépn madlouy Toug avTioToLyoUS POAOUE TOU ATOBEXVIOVTOSG
xou Tou epunveLTr otov Aoyioud. To MPWTOXOAAO amoUTEl BLOAEXTIXY| ELCUY WYY
omo tov emahnieutr, cuVHlWS Ue TN HoE®T) ETUVUAUUPBAVOUEVLY TEOXANCEWY, ETOL
OOTE Ol AMAVTACELS amd Tov enaAndeuTy vo Telcouy Tov TeMTO OTL 0 LoYUEIOUOS
Tou efvon onic (npdypoc mou onuofvel 6Tt 0 emaAndeuThc €xel TNV amuuTOOUEYN
YVoon). Ly ev Aoy eQoppoyr, LOVIEAOTIOLEITOL TO TOEABELY oL TNG OTNALES TOU
AN Mnoyund yenoUoTousvTog TiC XIVHOELS ETLYEIRNUATLY X0l TA YPOVIXA XATIY 0T

MOLTOL TGV ATOOELXTIXWDY GUUBEVTOV.

e Mia amd Tic Suoxohicc ot Blepelvnon NS LoINUATIXAC TEOXTXAC €lvon OTL UT-
GEYEL TIEQPLOPIOUEVT] YVWOT] TNG TEAYHoTix|g dtadactag mou cuufaivel ot poin-
MOt AmOBELEN %o TNS OANAETIOPAOTNE TV LoIMUATIXWY XoTd TNV andOEln [42].
Mo var pehetoouye T podnuortiny| anodellr), yeetalouaoTe enapxeic TAnpopoples
ToL Yo AMOTUTIWVOLY TNV TEAYUATIX Bladxasior TN Lordnuotixic ovaxdiudng, oyt
UOVO TO TEAMXO TROIOV TNG AMOBEIENE TOU AVOXOVWVETAL OTIC Onuooctedoelc. Mia
TNYY) TANEOYOELOY TOU UTopel Vo TOPEYEL OTOLYEld OYETIXd UE TNV TEAYHUTIXY
pordnuotixy| TpoTxr) elvon tar €pyo TANUOTOPLOUOU. 2T1) CUYXEXQUIEVT] EQUOUOYY),
UEAETAUE TS OL TOPOL TGV BLABLXTUUXMY CUVERYUTIXMY UUUNUATIXGY UTOROUY Vo
Yenoulomotntoly Yo Vo UTocs TNEIEouy T BLUTUTWOT X0t TNV OmEVTNOT) EPWTHCENY
oyeTid Ye TN pardnuotinn anddeln. Mepixd and ta epmTApATA TOU TPOocTAOUUE
VO ETUONUEVOUNE PE auTh) TN UeAéTn meplntwong ebvon: T yvooelg uropolue va
AMOXTACOLUE OO TOUC BLIAOYOUS TWV BLABXTUOXGY EpYwy TAnYomoplouol: Tldg
umopel var yenotpomomndel 1 HEAETN AUTOY TWV E0YWY YLOL TNV XATOVONGCT| TNG Uo-
VNUATIXAC TEOXTIXNACT O TIC UTOPOUUE VoL TNV TOPOUGLAGOUUE UE GUC TNUATLXO,
avahUTIXG Xall ETEENYNUATING TEOTO. AUTO ETLTUYYEVETOL UE T1) HOVIEAOTOMOT] TOV
oyohlwv tou MiniPolymath 4 mou pog emTEETEL Vol EVOWUATMOCOUUE ToL ETLYELT-
LOLTO TTOU AVTUAASGGOVTAL OE BLAAGYOUE TTOL oVAToRio TaVToL O XOAOLDIEC ATOOELX-
TV ouuPdviwy. To podnuotind tou Tpoépyovton and to TAdoc etvor ToAITIIA

OTN MEAETN TNG PAdNUATIXAC TEAUXTIXNG, ATOXAAOTITOVTOG TOV TEOTO UE TOV oTolo
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oxépTovTon xou oulnTovy ot podnuatixol. H amddeiln, Touidyiotoy otny apyxr tng
pdom, uTopEl Var YIVEL XUTAVONTH 0 Lol EQEUVA TOU VAOTIOLE(TOL PE oV TOAAOLY T LOEV:
€VaC OLVERYATXOC BIGAOYOC HETUED HOIMUOTIXOY UE KOO GTOYO TNV ETLALCT EVOC
avoly To0 TeoBAY|UaTog, To ontolo xavévag 6V €yel Tpoxadoploel GUYXEXPUIEVL [11].
Llyoupa, Wi TETOW avToAAoyY| emLyElenudTwy unopet va Bpedel ota podnuotixd,
eWWd 6710 TAdiolo TNG LardnuoaTixg ovoxdAudmg.

o To v amewdvion wog podnuaTinAc amodeling SpmvIwY ToU EYEL EXTETOMEVT
Ypovixt| mopeia, mapouctdletar To mopddetypo Tou Tekeutalov Ocwpruatoc Tou
Pepud, 6mou ToAAol podnuatixol cUVEBULAY 6TO ATOTEAEOUA TNG TEMXTC ATODEIENC.
Y auTh TNV EQapUOYT| THEOUCIALETAL WS OL AAANAETIOPAOELS TOUC X0l OL GUVELC-
popéc umopoLy va doundolv xo va poviehonotndolv HoTe Vo amexovi{ouy TNy
avaxdhudn xar TNy 1o Topla TNg amodelEng, Oyl HOVo Yio BpwvTeC Tou Louv oTNY
{Blar ypovixr| meplodo aAAd xou Yo BEMVTES oL €{NCAY OF BLUPORETIXES YPOVIXES
TepLodous. AuTth 1 ouppeToy T aneixovi{eTon Ue B0 TPoToUC, Eite Ye TNV andppLdn
¢ Tpoondelag xAmolou dAhOU UE TNV ETCHUOVOT, GPIAUATOS 1)/ xan avoxpifetag
elte YE TO DIIAOYO UETAEY GUVERYUTMY YId TOV EVIOTUGUO X0l TNV ETUAUGT) adUVAUOY
1) QVETOEXWY TUNUATWY oTtny anédelln. H emyeionuoatohoyla elvor mo amoteAeo-
Hotixy) ot SLdpao T TERBAANOVTY, xoMG ETUTEENOLY VU AVTLIETWTIOTOOY Td
OVTETULYELPTUATO. XL VO EUPAVIOTOOV LoYUpdTERH emLyelpfuata. 'Etol, €vag yo-
Unuotinog Beloxeton oe euvoixy) Véon edv {nthoel T Bordelar cUVIBEAPWY Yol
VoL ETUoNUAVEL TdOVE AVTETLYELOHUOTA Xol Vor ToL ETADGEL OTNY TEAXT] omOBELEN.
Me outdé Ttov TEOTO, 1M ambden Vo umopoloe va elvon TO TEIGTXH O)L HOVO
Yot qUTOUG TOUG OLUVABEAQPOUS, oA Tdoavadg yior oAdxAnen tnv xowdtnto. Ta
ETUYELRTUATA XL ToL AVTETLYELRHUTOL Blodpauatilouy eniong oUCLICTIXG POAO GTY)
oadtactor TG amddEEng, CUVEIGPEROVTUC €EIC0U OTNV OLXOOOUNGCT| XAl TNV LTl
ohoynon e anddellng. To duconohoyNUEVEL UEQT TOV 0EYIXDY ATOBEXTIXWOY GUU-
BdvTtwy Aettovpynoay wg BEom Yo To ETOUEVO UTOBEXTIXG CUUBAVTY, EVEK TA ov-
TETULYELRTUOUTA IOV ONUATOBOTOUY To GPIAUNTA OF AVETLTUY ) ATOOEXTIXS GUPBdvTa

aVOlYOUV TO BPOUO YLol XUADTEQES UTIONOYHOELS.

Yuvodilovtag, o 16TopwdE 00O YdETNE NS amddellne uropel va Brwidel we uia
CUVERYTIXY| DRACGTNELOTNTA, TOLU CUVDEEL avJpOTOUS UE DlaORETIXd uTOudpa, TEOOT-
TiXég xou evolupépovta. e xdie onuelo tng mopetag anddelne 1o mhaicio APEC pog
ameoviCel TNV TEEYOUCU XATAC TAGT) TOU TUTIXOU XAl ATUTOU GUAAOYLGUOU GTNY ATOOELET.
Auto dnuovpyel évav oOVOEoUO Tou GUVOEEL 500 XEIXOUC: TNV ATUTY XAl XOWVWVIXY
TTUY T 6TOV AUVOEUNTO P NUUTING BLIAOYO T TNV avoxdhudn plag amédeing xaL Ty
TUTIXT| X0 UTTOAOYLO TIXY| TTTUY 1) TOU GUAAOYLOUOU Xl TNG ONactohoyiag Tng agpnenuevng
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emyepnuatoroyiag. To mhaloto APEC mpociéter o mpdodetn didotoon xou Sladpo-
wortiCet onuavTIXG PORO GTO VoL XAVEL AUTES TIC GUVOETELS ETOPXNOS AETTOUEREIC UE CUGTH-
HOTIXO Xa ETEENYNUOTIXG TEOTO, ATOBEVVOVTIC T1) BUVATOTNTO EQUPUOY N TV TEY VXDV
emyelenuatoroylag ot pardnuaticr amddelln xou oxédn.

To deltepo medlo agopd Eupeoes dadixacieg amddellng mou avapépovton ot Ninég
X0 VOUIXES TITUYES TWV LUTEIXMY GUOXEUWY X0l TWV PORETHOY popumoT (wearable robots).
To vouxd povtéha TEYVNTAC VONUOCUYNG GTOV LUTEXO TOPEN UTOROUY Vo EXPEUC TOVY
OmOTEAEOUATIXG PEGW GUGTNUATWY Tou PBucilovton 6T hoyxr), OTou €val VoULXS Xeluevo
TEPLYPAPETOL AT XUVOVEG TOU UTIOPOUY VoL EXPEAGOLY VOULXS ETLYELRTUOTO X eConpé-
oeIg %L PmopolV Vo EAEYyUoUY xon Vo TopEYouy ETEENYNOELS Yo TO TS amodelyUnxe
éva ouyxexpyévo ouunépaopa. To cuothuata pe Bdon tn hoyixr mou Tapoucidlovto
etvar: 1o WeaRED, éva oOotnua nhixrc AMdne anogdoewy oyeTixd Ue To anéppnTto Tev
TEOCKHTIXWY BEBOUEVWY TWV PORETMY PoUToT, Tor Lo ot AMeDC xou Medical De-
vices Rules oyetixd Ue TO VOUIXO XOVOVIGUO YOl T LATEOTEY VOROYIX TROLOVTAL, Xl TO

cVotnua ExosCE oyetixd Ye T0 VOUIXO XOVOVIOUO TOV EEWOUENETMV.

o H eqopuoyr) WeaRED mopouctdler medg pmopel va egapuoctel to MAPEC vy
TN povtehonoinon niixd opdeyv dladixactwy tou Boacilovton ot Aoy xou eQop-
uolovtan oe €va GEVApto APNG LoTEMY anogdocwy, arnodidovTtag ninée Vewpleg
xou Suhupotor o Snhotind wopet [43]. Koldde ta autdvoua cuotAuoto teyv-
NTAS VONUOGUYNG avoho3dvouy TEOOBELTXE. CNUAVTIXG POAO GTNV XadTUEEVA
woc Cofj, elvon avougiBola otL apyd X yeryopa Vo xhndolv vo AdBouv onuov-
Tée, niwd poptiouéveg amogdoelg xau evépyeteg [44]. To tekeutalo ypdvia, t0
Vepa g NiuAg oty TEXVATY] VONUOCUYY X0 TO. POUTOT €yl XEEDIOEL UEYAAN
TEocoY T 1ot TEoExXLPAY TOMG oNuavTIXd VEWENTIXA XaL EQUOUOCUEVA ATOTENED-
ot 0Ty Tpoonxy) Tne avdmTuing Ny cuotnudtwy [45]. H tpdxinon eiva
TS UTOPOLUE Vo eyyundolue 6Tl ta poundT Yo €youv mévta yiot Nixd 6ot
OLUTEELPORT, OIS OpilETon amd Tov NUIXO XOOX TOU BNAWMVETAL UG TOUG Olv-
Yowmvoug. H €peuvar xon tar mpory ot TEPLO TUTING. UG TOYLMY X0t Xaxh G YeNoNG
CLC THUTOS TEYVNTAC VONUOGUYNG €y0ouv Oelel TV avdryxr yio yeron niixhc otny
avdmtuZn Aoylopxol [44]. Xe autd to Topddetya Tou TparylaTixol xdouou, T
OLC TAUATA TEPLYPAPOLY TOUG XAVOVES X0l TOL YEYOVOTO TOU OYEBIGLOUV T1) GUUTER-
Lpopd EVOG POPETON POUTOT OYETIXY UE TO AmOPENTO Xou TN ouyxatddeon Twv
LTEIXWY BEBOUEVLY Tou YeroTn Tou. Emonualtvetar 1 emduuntd niwr| cuumepl-
(POPG. TWV POPETWV POUTIHV OYETXE UE TNV TEOcBacT 6T SEBOUEVA EVOC YENOTT Xl
OVIAUETAL O TPOTOC UE TOV OTIOlO 0 XWOXOC GTY| POUTOTIXY P ITEXTOVIXT ETnpeedlel

T BeBopEVAL XL TO amépENTO XomE o Yot TéToto {nThuata Teénel vo e€etdlov-
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Ton amd TNV oty TNg enionung emahideuvong [46]. T NV uhorolnon auTAg TNg
TpooTddElog, oL GTOYOL Elvor: VoL ETOTUOTOLACEL TL oTuaivel OTL 1) A1 amopdoewy
evO¢ ouo TAUATOC ebvan NIXd 6O TH" VoL TUEEYEL AOYIXES TEOBLOYPUPES CUUPWVOL UE
TIC OTOlEC UTOPEL Vo XATUOXEVAOTEL ou VoL EAEYYVEL TO GUCTNUO VoL TEOYUAUTOTIOL -
Vel Mdn amogdoswy ye Bdorn tnv nou hoywr| uéow tou Aoyiopod MAPEC - xou
var UToBelEel g pmopel vor epapuocTel éva TéTolo NHnd Thaiolo oe UTOAOYIoTIXG
CUCTHUOTA OTIG 0T HEAETNG TEQIMTWONG OYETIXE UE TO ATOPENTO BEBOUEVLY THV

(POPETV POUTOT.

Ov egpapuoyéc AMeDC xou Medical Devices Rules napouctdlouv mwe 1 hoyixn tng
ETUYELENUATOROYIUC XL TV XoVOVKY UTopel vor a&tomondel yior TNV AVTYETOTLON
TEOPANUATOLY ot TN AN amo@dcewmy ot BLaPopeTIX00E TOUELS, OTKE YL TUEADELY L
OTOV VOUIXOU X0l OTOV UYELOVOUXoU Topéa. Nty egappoyr) AMeDC yenowonotei-
tou 0 lopylac-B, éva mhaioio Baciopévo otny entyelenuatoroyia Tou cuvOUaleL Tig
1B€EC NG tepdipynomng xau TNg Teotiunong xou otny egapuoyr Medical Devices Rules
n PSOA RuleML, wa yA®ooo Aoyixol npoypauuatiolol) BacioUévn) O XaVOVES, Td
omolo amoteholV xou Tor 600 GlYYpOovVa EpYUAELN Yior TNV AVATTUEN EQPUQUOYWY TOU
AVTATOXEIVOVTAL GTIS ATAUTHOELS TNE TearypaTixrg (whg. Ot xplol ooy oL auTY TeV
EQOPUOYWY EVOL: 1) BIEPELYNOT) TWV LUTEIXDY VOUOVETIXGY TAXCIWY X0k 1) TOEOY N
WIS ETUOXOTNONG TWV OONYLOY XL TWY OVIOUOUEVGLY BIEGVOY amoUTACEWY oo-
PAAELC 1) TaPOLCTUOT) UEAETNG TURUDELYUATWY CYETIX UE TNV EUTOPEVUATOTOMOT
LUTEIXWY TEOLOVTWY" XAl O EAEYYOC TNG oxpIBELag, TN EPUNVEUCLIOTNTAS XAl TNG
aZLOTUO T(OS TOV AVETTUYHEV®DY UTOROYLO TIXMDY LOVTEAWY (ETLTEETOVTAC TNV EMxUp-

0on omd avlpOToUS).

To popetd poundT GTOYELOLY VoL BEATIOCOUY CTUAVTIXG THY TOOTNTA LS TWY
YENO TGV ATOXANG TOVTOC, AUEAVOVTUC 1) EVIOYDOVTAS TNV XIVNTIXOTN T OE BIAPORES
neputwoelc. Ou vouol tne Evpwraixrc Evwong dev mepiéyel pntolc xavovee yia
ToL POUTOT, aAAd uTdpyouv vouoleaiec Tng EE mou oyetilovton pe Tic pounotinég
OLOXEVES, oL omoleg opllovtan o€ BV Bactxéc odnyiec: T Nopotesio Mnyovnudtomy
2006/42/EK xou t Nopodeoio Iotpoteyvoroyidv Ipoidviwy 2017/EK. H eqop-
uoy?) ExosCE Rules mepiypdgel o mpoondieior tutonoinong, Ue UTOAOYIGTIXO
TEOTO, TV TUNUATOY TV Evpwndixdy OdnyLwdy nou oyetilovton ue Toug eEwoxehe-
ToUG, EMEXTEVOVTAC TNV EpYaoio TNE TEONYOUUEVNS EVOTNTAS OYETIXS UE TNV TUTOTOL-
none e Nopoleotog twv Tatpoteyvoroyixwy Hpotdviwy [47-49]. Ectidleton et
OLxd TNV TERITTWOT TV EEWOAEAETMY 1 TOTOU LUTEOTEY VOROYIXOU TEOIOVTOC %ol

EVOWUATOVEL TIC OYETIXEC amouthoelc and v Nopodeoio Mnyavnudtwy, oyetind
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UE TNV AGQPIAELNL XU TNV EUTOPELCLOTNTA TouS. ATd 660 Yvmpllouue, dev uTdpyEL
TEONYOUUEVT QYOG GYETXE UE TNV AVATTUEN EVOC UTOAOYLOTIXO) GUC THUATOC
Yoo T oLPHOEYwo Ue TN ofjdavon CE twv eCwoxeietwv. To ExosCE Rules
amooxonel oTNY avaTTUEYN EVOC UTOAOYIGTIXO) GUCTAUNTOS YO T1 GUUMOR(OOT
ue tn ofuavorn CE twv ewoxelet®dv xar unopel va cuBdiel otnv npoomdieia
EVOTIOINONG TWV TUPUTAVE VOULXMY TAUGIWY OF Lo TROYRUUUATIO TLXY LORp@T, (G

UEPOS TWV TEOOTIHIELWY UTOAOYLO TIXAS VOULXAS.

To mopamdvey vouwrd cuotidota Teyvntic Nonuoolvng cuufdiouy otnyv avdmntun
UTIOAOYIG TIXOV XAVOVWY Yol To Baoxd pépn VoUoUestidY hoTe vo oynuatiost po Bdon
YVwone xadong xouw ot dnuoveyio cusTNUATKY LUTOAOYIC TIXAG Xa)0dYNOTS UE AOYLXO
TROYEUUMITIONS, UE GTOYO Vo BonUOEL TOUG EUTAEXOUEVOUS OTIG BLadixaoieg GUUUORPH-

OMNG %O ETXVEOOTG.

> VUUTERACUAT

H anéoeln anoutel 616h0oyo PETOEY TWV BE®VIWY Yol VoL DIEUXPVIGTOUV TA OXOTEWVY
ouumeRdouuTa, Vo xaAu@loly xevd 1| vo amoxohugUoly olwTneég UTOVECE OF Wi
amodexTiny| dtadacta. £2g ex TolTou, 1) ETyElENUaTONOY N Elvor EVal aVOTOOTHGTO GUO-
TG TN Oradixaotag avaxdAudng yior T pordnuatixy) anddelln. Xe auth T Slten
TOEOVCLICTNXE TS oL Yewpleg emyelpnuatoroyiog Umtopoly Vo QupuocToOY Ylol VoL TEQL-
YedPouV GUYXEXEIIEVAL YoEUXTNEIC TS GTNV avaTTUEY amodeTXwY oupPdvTony. Etot,
Topouctdoale Tov Aoyloud Anodeixtixwy JuuBdviwy Bdoet Entyeipnudtwy mou el oye-
OLOTEL YLOL VoL TIEPLYRAPEL TNV ECMTEQIXY| Yol EEMTEPIXY| BOUT TNG CUVERYATIXNG o)
HOTLONG IO TIXAG X UTtoY popiler T oyéon peTtall amddeing, avilp®mvng AOYIXTAS xou
YVWOTIXOV OLadIXAOL)Y. AUTO og Bivel TN BUVATOTNTA Vol LOVIEAOTIOLGOUNE OVTIXQOUO-
MEVOL ETLLY ELOAUATOL 1) AVUTIODELXTEG HIVACELS, CUUPOVIES Kol AVTLPAOELS OE BLUAGYOUS TOA-
AOTAGY BpOVIWY, TNV amoeELPn TEONYOUNEVKS AMOBEXTWY ATOSEEEMY, TNV XOWVWVIXY
ouvepyaoia HETAE) ATOBEVUOVTWY X0l EPUNVEUTMY Xt 00Tw XaeE|c, TTUYES TOU GUY VA
0EV QolvovTol 1) oty VOOUVTAL GTA TORUOOGCLOXE HotdNUOTIXG LOVTENL.

H cuveiogopd tng napoloog epyactag etvar 6TL autdg o Aoylopog eivon Tuminde, Teox-
TIXOG XU EYEL TNV EXPEAC T DOVOUT VoL AVOTUELO TEL Lo TR0 OTLXT) Lot NUoTLxy| TTpou-
TIXT) TOMATAOY BE®VTOV w¢ plar Sadacio cuvepyatnic avaxdivdne. O cuvduaouodg
¢ Yewplag mou Baciletar o amodewTind cuuBdvTa xou Tng Aoyixic EmtyElpnuaTtoloyiog
ETUTEETEL TNV TOEOXOA0VINCT XoU TWV ATUTWY TTUYES TNG UETAB0ONS Mo NUATIXGDY TANEO-

(POELOY OE OAXL TaL GTABLL TNG ATMOOELE NG Xou X oo T SuvaTy| TNV eYPdduvor oTr Uixpodoun
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¢ Swdactog ambdeling (6T oty TEPIMTWoN Twv Amodextinmy Luuldviwy Mn-
devixric I'vadong), xodde xou oty e€wtepnr| Bopr| T omddelEng, avadeXVIOVTaS TOUg
XOWWVIXOUC PONOUC Xat TIC OAANAETULOPAOELS TWY GUVTEAESTMV (OTWE OTIC TEPLTTWOELS
Tou TeheuTatou Vewpruatog Tou Pepud xan Tou MiniPolymath4). M SN cuVELGQOPS
NG TopoLoag epyactag efva OTL UTOREL VoL EXPEACEL TOV TayEnS EEENOGOUEVO TOUEN TOV
LUTPOTEY VOROYIXWDY GUOXEUMY X0l TwV EEWOXEAETOV XAl TOUC OYETIXOUC XOVOVIOUOUC
TOUG, £TOL WOTE TO TEEYOV VOUIXO TAGICLO %ot Ol HEAAOVTIXEG TROXANOELS VO UTIOPOVY
vo. uhorondoiy xon va evowpatwdolv. Ilopoucidotnxe wio yoviehomoinon twy vopo-
VeoLOY OYETIXG UE TN CUUUOPPWOT| TWY LATELXMY CUCKEVMY X0l TV ECOOXEAETOV WG
UEPOS Wiag AoYLxAg BAomg YVWoEwY Tou 0dNYEl O HOVTEAN UTOAOYLO TIXTG UMOPACTC GTO
["opyio-B xou 6ty PSOA RuleML. H npocéyyion mou avantiydnxe o cuvbuaouo ue Tic
TEPLTTWOELS YPNONG XATEDELLE TNV EQPUQUOCIUOTNTO XU TNV UTOTEAECUATIXOTNTO TV TRO-
TEWOUEVWY UEVOBOAOYLOY ambdeltne Tou Pactlovtoan otn hoywd, eite dueca oTov Topéa
™G TUTXAS Yo GTUTNG POIMUATIXAG avoxdhudng elte €uuEca GTOV TOUEN TNG VOUXAG

CUUUORPOOTG LUTROTEY VOAOYIXMY CUOXEUMY XAl (POPNTMOY POUTOT.
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Chapter 1

Introduction

Proving is often about validating the “truth” of a hypothesis made through arguments
— called proofs — where each step of the argument follows the rules of logic. Proofs,
however, exist everywhere — in maths, in the physical sciences, in computer science,
in legal and ethical argumentation, in philosophy, and so on. In mathematical proofs
the inferential arguments for the stated assumptions lead through the logical warrant
to the conclusion. Proofs in computer sciences can be systems that prove properties of
programs. An ethical proof can be an inference concluded from a sequence of commonly
accepted arguments that can generally be considered credible. Legal proofs are reached
on the grounds of acceptable evidence based on relevant regulatory frameworks. Thus,
logical proving skills are needed in very diverse fields and types of applications, and can
have a significant impact on the various procedures and the progress on these fields.

In this work, we approach the concept of proof from a perspective that is closer
to the way human reasoning is done. Humans conducting reasoning may change
their mind concerning a previous conclusion on a matter, if they are confronted with
additional information. They do not necessarily obey the rules of “classical logic,” their
knowledge can be incomplete and inconsistent and, therefore, new data can retract the
conclusions drawn. Even though mathematical cognition is commonly presented as a
procedure that leads to “truth” by applying logical rules of inference, proof discovery is
a more complicated process full of obstacles and dead-ends that need to be overcome.
Our goal is to present a model of mathematical discovery that depicts the connection
between formal mathematics and its informal social and cognitive aspects.

We study the concept of proof understood as proof-events in the sense of Goguen [3]
and its relation with argumentation (Chapter 2). Goguen suggested the broader
concept of proof-event or proving, which is actually a social event that takes place

in a specific place and time and involves public communication. The concept of
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proof-event is designed to embrace any proving activity, including purported, faulty,
vague, disputed or incomplete proofs (Chapter 2.1). Additionally, studies in cognitive
psychology have shown [2] that the dialectic nature of argumentation is similar to
human reasoning. The argumentation-based approach can help its integration with
wider forms of human reasoning such as dialogue, validation, debate, and morality —
especially in incomplete and dynamically changing environments (Chapter 2.2). The
versatility of human reasoning necessitates the combination of various techniques in
order to model the process of common sense human reasoning [1]. In this work we
focus on the exchange of arguments and counterarguments that takes place during
proving. Therefore, proof-events are extended and represented in the form of a dialogue
between agents that use arguments and counterarguments to check the validity of the
steps of a purported proof.

This is a new approach in which techniques and theories of argumentation are used
to build a bridge between formal proof and informal social interaction in the search
for proof. To this end, in this thesis we study the interconnected areas of proof and
logic through their various dynamically changing social environments and we propose
appropriate methodologies for agent reasoning and proving (Chapter 3). The proposed
approaches combine proof-events and logic-based argumentation theories in order to
study in a more adequate way the informal and formal categories of proving processes,
developed into two directions: the first concerns the mathematical proving processes,
termed Argumentation-based Proof-Event Calculus (APEC) (Chapter 3.1); the second
refers to ethical decision making processes, termed Moral Argumentation-based Proof-
Event Calculus (MAPEC) (Chapter 3.2).

To demonstrate the applicability and effectiveness of the proposed logic-based
methodologies, a number of case studies are conducted, either in the area of mathemat-
ical proof practices or in the area of legal and ethical compliance of medical devices
and wearable robots.

APEC can be used in the formalization of interactive argument schemes to de-
scribe the mathematical problem-solving activity that faces eventual contradictions
and dead-ends. This will facilitate collaborative mathematics environments where
argumentation among mathematicians can be used to motivate creativity and discovery.
Systems that support the formalization of mathematical knowledge need formal —
computationally explicit — input. The current literature is opaque to such tools which
cannot currently manage the variety of procedures normally involved in constructing
proofs, especially when they contain informal mathematical dialogues with hypothe-

sis, arguments, counterexamples, etc. [39]. Human reasoning can be well formalized



through argumentation in formal systems in a way that enables its automation for
developing Artificial Intelligence proving systems [50]. Chapter 4 illustrates the cases
that implement APEC calculus in real-life scenarios from two perspectives: from the
internal structure and steps of a mathematical proof, as indicated in the paradigm of
Zero Knowledge Proofs (Section 4.1); and from a more external, social perspective of
a multi-agent mathematical practice, as exemplified by the cases of crowd-sourcing
Mini-Polymath 4 (Section 4.2) and Fermat’s Last Theorem (Section 4.3).

Logic-based systems have been notably effective in Artificial Intelligence and com-
puter science, since logic programming can provide explanations as audit trails of
how a particular conclusion was proved. While non-logicist AI methods might be
advantageous in certain frameworks, a logic-based approach can be more promising
for engineering proving processes that can be implemented in cases such as math-
ematical proofs, negotiations, privacy, ethically correct robots, legal texts, medical
decisions, etc., since in these cases we cannot afford to deploy Al systems that make
unexpected decisions [51]. In the medical-related logic-based systems described in
Chapter 5 any legal or ethical decision process that is complemented by the system
can be understood, explained and re-enacted by humans. The following use cases are
presented: WeaRED (Wearable Robots Ethical Data) introduces a scenario that for-
mally engineers the ethically correct behavior of medical wearable robots (Section 5.1);
AMeDC (Argumentation-based Medical Devices Classification) (Section 5.2.2) and
Medical Devices Rules (Section 5.2.3) are legal-based decision-making models regarding
Medical Devices Regulation; and ExosCE (Exoskeletons CE marking) presents the
formalization of exoskelotons-related regulations (Section 5.3).

To sum up briefly, the rest of the thesis is structured as follows:

o In Chapter 2, we describe the fundamental concepts used in this work, proof-

events theory and logic-based argumentation theories;
o In Chapter 3, we formally analyze and define the APEC and MAPEC calculus;
o In Chapter 4, we present the use cases on mathematical discovery and proving;

o In Chapter 5, we present the use cases on the ethical and legal process of proving,

regarding medical devices and wearable robots; and

o In Chapter 6, we present the conclusions of the thesis.






Chapter 2

Theoretical Background and

Prerequisites

Mathematical cognition is commonly presented as a process that leads to “truth”
by applying logical rules of inference. Even though discovery, communication, and
systematization are some elements that proof serves in mathematics [4], proof is
often perceived mainly as a method for persuasion and validation [5]. Goguen’s [3]
broader concept of proof-event or proving (understood as a public locatable and
dateable social event concerning a communicated purported proof of a posed problem)
is designed to embrace any proving activity, including faulty, vague, disputed, or
incomplete proofs. Vandoulakis and Stefaneas [6] described proof-events as activities
of a multi-agent system that incorporates the history of these activities in the form
of sequences of proof-events. Our purpose is to bridge the gap between formal and
informal mathematical procedures by constructing a model that is closely related to
the way proving actually unfolds. The comparison between proof and argumentation is
based on the perception that proof (including incomplete or even false proofs, valid or
invalid inference steps, ideas, etc.) can be regarded as a specific kind of argumentative
discourse in mathematics [7].

The concept of proof as a discourse and an activity agents engage in is explored
in [22], where a dialogical account of mathematical proof is advanced to produce
explanatory persuasion. The author develops a triadic conceptual scheme, consisting
of the producer (the prover), the receiver (sceptic) and the ezplanation itself (the
proof). In this scheme, the sceptic is mostly considered “silenced” [23, p. 91], while
our intention was to focus equally on the moves and counterarguments generated by
the other side in order to understand the whole mathematical practice more deeply

and highlight the value of the opposite side in the proving process. Another study that
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focuses on the agents that produce the proofs is presented in [24]. In the approach
adopted in this work, each mathematical step corresponds to a proof activity and
the formal mathematical proof is a report of the corresponding proof activities. The
plan of a mathematical proof is conceived as the plan of the agents who carried out
the respective proof activity. Generally, the above-mentioned studies provide similar
approaches of multi-agent mathematical discourse, but from a more philosophical
perspective. We attempt to also provide a formal framework through a logic-based
calculus to express the informal dialogues and the steps taken in mathematical practice.

Logic-based systems for examining and assessing arguments have been broadly
applied, generating various formal methods for argumentation-based reasoning [26].
Argumentation theories can be used as a natural method of modeling non-monotonic
reasoning, properly expressing its defeasible nature. For example, the Semantic Web is a
really suitable domain for applying argumentation theories, since it is open and subject
to incompleteness and inconsistencies by nature, and therefore can be used as a source
of defeasible knowledge [52]. In the Semantic Web, such knowledge will also contain
rules and logical constructs [52]. A starting point of this work is Pollock’s [27, 28]
approach to logical argumentation, which presented one of the first non-monotonic
logics with concepts of argument and defeat. He also introduced defeasible reasoning
where arguments are conceptualized as chains of reasoning that may lead to a conclusion,
whereas additional information may destroy the chain of reasoning. The formalization
developed in the present work is mainly a sequence-based realisation [29] of Dung’s
abstract argumentation framework [30], applying Pollock’s [27] view of defeasible
reasoning with the basic structure of Toulmin’s model [8] for the representation of an
argument. The present study aims to gain from, build on, and integrate the above
approaches in a way that also uses insights from other works, such as Kakas and
Michael [31], providing an abstract, theoretical exploration of logical argumentation
applied principally to mathematical proving.

Many researchers tried to show that the procedure by which mathematicians evaluate
reasoning is similar to argumentation, for example by adapting Toulmin’s [8] argumenta-
tion model to mathematical examples. In Toulmin’s model, an argument is constituted
by six interrelated components: claim, data, warrant, backing, rebuttal, and qualifier.
The first three elements are considered the substantial elements of applied arguments,
whereas the last three are not always necessary. Aberdein [9-11] highlighted the
use of arguments in mathematical conversations and practices. Pedemonte [12, 13, 7]
implemented the cke-enriched Toulmin model to indicate connections between argu-

mentation and proof. Goétz Krummheuer [14] introduced the analysis of collective



argumentation and participation using Toulmin’s theory for the development of an
interaction theory of mathematics learning. Christine Knipping and David Reid [15]
built on Toulmin’s theory to compare and describe global argumentation structures
and local argumentation aiming for a deeper understanding of proving processes in
the classroom. In [53], the full Toulmin scheme is implemented through three different
warrant-types to model a wider range of argumentation. Metaxas et al. [16] presented
methodologies to study the mathematical practice in a class involved in argumentative
activities by integrating Toulmin’s model and argumentation schemes.

Other approaches also indicate the connection between mathematical reasoning and
argumentation. Eric Krabbe [17] presented informal mathematical proofs as arguments,
applying the pragma-dialectical theory enriched by the theory of strategic maneuvering
to identify the four stages of critical discussion in the proving process: confrontation,
opening, argumentation, concluding stage [18]. Aberdein [11] highlighted the connection
of mathematical reasoning with tools developed by the informal logician Douglas Walton
to express argumentation schemes as a taxonomy of argumentation steps and dialogues
as a contextualisation of formality through mathematical arguments. Lakatos’ “Proofs
and Refutations” [19] is also an enduring classic that highlights the role of dialogue
between agents (a teacher and some students) at proof attempts as well as critiques
of these attempts. The work in [20] provides a way of formalizing social aspects of
proofs by interpreting the informal logic of a Lakatos-based mathematical discovery
through the lens of argumentative dialogue. Studies in the discovery of mathematics
have also used the concept of “collective argumentation” to examine in particular
the mathematical characteristics of dialogues, as various mathematicians/agents work
together to prove a claim [21].

All these studies emphasize the relationship and continuity between reasoning in
argumentation and in proving. Our approach attempts to elucidate this intrinsic
relationship by modeling the argumentative dialogue between justifications and expla-
nations offered by mathematicians during their proving activity. Argumentation is a
potent reasoning tool that allows contributors in the dialogue to argue and counter-
argue, assert and refute, validate and invalidate steps of mathematical reasoning that
aim to solve a posed problem. This leads to a deeper understanding of the often
contradictory visions, perspectives, and problem-solving strategies of the contributors
to a problem that ultimately concludes in agreement and consensus [25].

In the following sections, a brief overview of proof-event calculus and argumentation

theory is provided to proceed smoothly in their integration and formalization.
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2.1 A Brief Review of Proof-Event Calculus

The notion of “proof-event” or “proving” was introduced by Joseph Goguen and it
was conceived as a general notion covering all the different kinds of proof, such as
constructive, non-constructive, apodeictic, dialectical proofs, proof steps, computer
proofs, etc. [54]. In his exact words: “A proof-event minimally involves a person having
the relevant background and interest, and some mediating physical objects, such as
spoken words, hand written formulae, 3D models, printed words, diagrams, or formulae.
None of these mediating signs can be a ‘proof’ in itself, because it must be interpreted in
order to come alive as a proof-event; we will call them proof objects. Proof interpretation
often requires constructing intermediate proof objects and/or clarifying or correcting
existing proof objects. The minimal case of a single prover is perhaps the most common,
but it is difficult to study, and moreover, groups of two or more provers discussing
proofs are surprisingly common” [3]. Goguen presented the idea of proof-event, aimed
to cover all exemplifications of proof as well as proof steps and computer proofs. From
his perspective, the idea of proof-event is more comprehensive and less formal than
that of purely mathematical logic, since it includes not only formal proof methods
and steps, but also includes intention for the proof and its significant steps and the
complete structure of the proof, involving conflict and other narrative devices [3].

Proof-events are not equivalent to mathematical truths since a proof-event may
refer to an incomplete proof, an outline of a proof, or even a proof-less expression
of considerations referring to a specific problem. The prover may experience an
inspiration (intention) in a particular mathematical problem and initiate a proof-event
to communicate his experience [54]. Agents act with intention and their attempt is
goal-oriented. The goal of a prover might be to solve a particular problem and the
goal of an interpreter might be to understand the argumentation suggested to this
problem [54].

A sequence of proof-events — “fluent” — is finalized when the agents involved
in them conclude that they have understood the proof and validate that a proof has
actually been given, meaning that the proof is a fact. History of mathematical proofs
has shown many cases where various agents (mathematicians or not) added value
with their attempts, assumptions, proof steps, or even false steps in the sequence of
proof-events. In some instances, mathematical proofs evolved for many years until they
reached the desired outcome, as in the famous cases of Hilbert’s problems, Poincaré
conjecture, Lobachevsky’s geometry, Riemann’s hypothesis, Fermat’s theorem, etc.

Vandoulakis and Stefaneas [6] describe proof-events as the activities of a multi-agent

system incorporating the history of these activities to create sequences of proof-events
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in terms of fluents. In Proof-Event Calculus (PEC) [54], certain temporal aspects of
proof-events were modeled using the language of the calculus of events inspired by
Kowalski’s Event Calculus (EC) [55]. The logic of agents taking part in a proof-event is
also modeled in terms of Kolmogorov’s calculus of problems [56]. The semantics in terms
of Kolmogorov’s calculus is analogous to the notion of proof not as a completed abstract
entity, but as a sequence of actions. Thus, the calculus of problems is appropriate
and provides the desired semantics (i.e., “loose” semantics as informal explanation of
intuitionistic logic) for the calculus of proof-events, based on the notions of “problem”
and “solution to a problem,” rather on the notion of “truth” [54]. Therefore, both are
suitable formalization tools that enable developing computational interpretations of
the procedure of proving [54].

PEC has types of proof-events (e) whose instantiations mark the time-dependent
properties and a set of fluent constants (f) that depict the various properties in the
problem domain. The definitions of proof-event and fluent, as described in [54, 6], are

presented below.

Definition 2.1.1. Proof-event
Proof-event e is a proof instance that take place in space and time, it refers to a
specific problem, and it is specified by certain conditions (predicates). A proof-event e

has the following internal structure:
e = < communicate(Intention, Problem),t >

which means that an intention (mathematical argument, assumption, idea, etc.) is

linguistically articulated at time t for a (time-independent) problem [54].

Definition 2.1.2. Fluent

Fluent f is a sequence of proof-events e evolving in time that refers to a specific
problem. A fluent is a function that may be interpreted in a model as a set of time
points ¢, n =1,2,3, conventionally denoting the time when the communication output
is available. Hence, fluents have “initial” and “terminal” points, i.e., they are extended

spatially and temporally.

f={e1ea,...e; }, where e;, = < communicate(Intention;, Problem),t; >, for every
1<i<n,t; <tir1,meN,.

Thus, the underlying ontology contains (types of) proof-events, fluents, and time
points [54]. The study involves how fluents change when a new proof-event is acquired

and how this view of the problem world is affected by the examination of some instances
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holding or not at a specific time [57]. The main purpose of the reasoning is to keep,
usually in case of insufficient information, a precise view of the problem domain as
events happen and/or are perceived with the passage of time [57].

The fluent is subject to change over time, depending on the contribution and value

of the individual proof-events. The temporal predicates for modeling this change are:

Happens(e,t)
Initiates(e, f,t)
Clipped(e, f,t2)

Terminates(e, f,t)

Active At(f,t)

The characteristics of these temporal predicates are described in more details in
Subsection 3.1.3.

Our purpose is to bridge this gap between formal and informal mathematical
procedures by devising a modeling calculus that is closely related to the way proving is
actually done through argumentative interaction, communication and debate between

the agents.

2.2 A Brief Review of Argumentation Theory

The versatility of human reasoning clarifies that any attempts to model the process
of common-sense human reasoning combines different techniques [1]. The computa-
tional study of argumentation theory was introduced with works such as Dung’s [30],
Vreeswijk’s [58], and Pollock’s [27, 28], approaches that can still be considered as state-
of-the-art. The aim of the present study is to gain from, build on, and integrate the
above approaches in a way that also uses insights from other works, such as Toulmin [§]
and Kakas & Michael [31], providing an abstract, theoretical exploration of logical
argumentation applied principally on mathematical proving.

Specifically, one of the starting points of this work was Pollock’s [27, 28] approach to
logical argumentation, who presented one of the first non-monotonic logics with notions
of argument and defeat, even though he did not explicitly distinguish between them [59].
Pollock also pointed out that the significance of inductive reasoning should be regarded
as equally important to deductive reasoning in philosophy and Artificial Intelligence.
The argumentation-based formalization developed in this work is mainly a sequent-
based (see, e.g. [29]) realization of Dung’s abstract argumentation framework [60, 61],

applying the basic structure of Toulmin’s model for the representation of an argument
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and Vreeswijk’ s view of defeasible reasoning. Based on the approach in Kakas et al. [34],
the argumentation framework is built in terms of logic programming rules expressing a
priority relation among them. This combination of theories opens up the possibility of
extending the utilization of argumentation from fixed problems to alterations of these,
where, as soon as new information becomes available, the environment of the problem
is dynamically changing, which is often the case in mathematical proofs.
Argumentation models generally contain the following main elements: an underlying
logical language with the definition of the concepts of argument, the status of argument,
and conflicts between arguments and counterarguments. Logical argumentation is
a logic-based approach for formalizing arguments and counterarguments expressed
in terms of formal languages as well as entailment relations for drawing claim in
the proving process [62, 28, 59]. Formalization of argumentation, as introduced by
Dung [30], provides a good starting point where arguments and counterarguments are
ordered in a binary relation (of attack) and can be depicted by a directed graph [9, 63].
The definitions given thereunder outline some of the fundamental concepts behind

logical argumentation.

Definition 2.2.1. Argumentation Framework [30]
An argumentation framework is a pair AF =< Args, A > where Args is an enumerable
set of elements that are called arguments and A is a binary relation on Args x Args

the instances of which are called “attacks.”

An argument has premises, inference rules, and a conclusion. The method of
inference by which a claim follows from a set of formulae is deductive inference and is

denoted by F. The definition of a deductive argument is given below.

Definition 2.2.2. Deductive Argument

A deductive argument is an ordered pair < ®,« >, where ® |; « is the support, or
premises, or assumptions of the argument, and « is the claim or conclusion of the
argument. The definition for a deductive argument only assumes that the premises
entail the claim (i.e. ®F; o). For an argument A =< ®,a > the Support(A) function

returns ® and the Claim(A) function returns a.

Important benefits of deductive arguments are the explicit representation of the
claim (and of the information used to support it) as well as a consequence relation to
connect simply and precisely the support and claim of the argument. What a deductive
argument does not provide is a specific proof of the claim from the premises. There
may be more than one ways (warrants) to prove the conclusion from the premises, but

the argument does not determine which way is used [9].
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The possible different kinds of arguments can either support a claim ¢ or attack it.
Given a claim ¢ and an argument, possible argument moves which provide support for
¢ [64] include:

Equivalent: an argument for a claim, which is equivalent to (or is) ¢;
Elaboration: an argument for an elaboration of c.

Argument moves, which oppose ¢ (rebutting, undercutting as inspired by Polock [28]

and undermining as inspired by Vreeswijk’s [58]) include:

Rebutting: an argument for a claim which attacks the claim « of the e.
Undermining: an argument for a claim which attacks a premise ¢ of e.
Undercutting: an argument for a claim which attacks an inference rule w of e.

The following chapter outlines the formalization of proof-events based on argumen-
tation theory, integrating features from both theories, resulting in Argumentation-based
Proof-Event Calculus (APEC). APEC can be used in collaborative mathematics en-
vironments where argumentation among mathematicians can be used to motivate
creativity and discovery. This will facilitate the formalization of interactive argument
schemes to describe the mathematical problem-solving activity that faces eventual

contradictions and dead-ends.



Chapter 3

Argumentation-based proof-event

Calculus Theory

3.1 Argumentation-based proof-event Calculus

This chapter highlights the association of the procedure of proving with human reason-
ing, to present a new approach in which techniques and theories from argumentation
can be used to build a bridge between formal and informal proof attempts of human
or Al agents.

We are going to present the Argumentation-based Proof-Event Calculus
(APEC) that combines proof-event calculus [54] and logic-based argumentation theo-
ries to study more adequately informal and formal aspects of proving. The concept of
proof is understood in terms of proof-events in the sense of Goguen [3] as presented
in [65]. Furthermore, proof-events are represented in the form of a dialogue between
agents that use arguments and counterarguments to check the validity of the steps of a
purported proof. APEC can be used in collaborative mathematical environments where
argumentation among mathematicians can be used to motivate creativity and discovery
or elucidate obscure points of a purported proof. APEC facilitates the formalization of
interactive argument schemes to describe mathematical problem-solving activity that
faces eventual contradictions and dead-ends.

Our approach is novel because we use techniques of argumentation theories to build
a bridge between a formal proof and the informal social interaction aspects involved in
the search for proof. Various researchers have shown that the role of argumentation
is crucial in mathematics [9, 25, 66, 12] by adapting argumentation models, such as
Toulmin’s [8] model, and comparing them with the structural components of a proof.

However, there has been criticism that sometimes the argument structure of Toulmin’s
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model does not take into account the exchange of ideas between participants and
thereby the justification is partial and ambiguous [13]. Our goal is to supplement the
concept of arguments with the argument moves of the participants that support or
attack an assumption. This is done in the wider framework of proof-events that takes
into consideration not only formally validated proofs, but also informal thinking that
include trials, choice of strategies, and/or possible validation or rejection of parts of a
purported proof by the agents.

Pedemonte and Balacheff suggested the so-called cke-enriched Toulmin model
described in [13] that captures the internal characteristics of the argument-proof
structure. However, we also wanted to express the external procedures in the practice
of various participants. The APEC system can represent the complete information and
sequence of steps in the evolution of mathematical practice which is modeled in the
form of logic-based dialogues (informal external procedures) with argument moves,
temporal predicates, and validation levels of argumentation. At the final stage, proof
may be accepted as completed, i.e. as a valid formal proof understood and recognized
as true by all relevant agents. This approach enables us to examine more deeply the
interplay between proof, human reasoning, cognitive processes and creativity in the
mathematicians’ practice.

Several studies highlight the educational aspects of argumentation and proof [12,
7,67, 14, 53, 15] and student interaction in the classroom. Even though our model
can also be implemented for concept-learning and problem-solving for the sake of
students, in this chapter, we focus on modeling a broader perspective of the collaborative
discovery process in the practice of real mathematical communities. This context can
be applied to the communication between mathematicians in a research environment
where collaboration between them is essential and can lead to significant results, such
as the case of mathematical practice in crowd-sourcing collaborative environments.
Online dialogues can be used as a rich source of argumentation repositories as this
data is in its purest form and provides information on how argumentation works in
real-life dialogues [68].

Other related studies that analyze original mathematical dialogues from the per-

spective of argumentation are:

o the so-called mized-initiative collaborative proving in [20], a way of formalizing
social aspects of proofs by interpreting the informal logic of a Lakatos-based

mathematical discovery;

o the analysis of Mini-Polymath 3 by Alison Pease & Ursula Martin [69]; and
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o the modeling of mathematical dialogues with the Inference Anchoring Theory +
Content (IATC) framework by Corneli et al. [39].

The approach in [20] implements many different predicates trying to provide a
well-defined formal presentation. On the other hand, the study in [69] uses a simple
typology of comments categorized as concepts, examples, conjectures, or proofs, and
it can be used mainly as a description of online collaborative mathematics rather
than a formal representation (which can also be used computationally). The work
in [39] uses predicates that are descriptive of the procedure and can be interpreted
in widely different and subjective ways (e.g., how can we define specifically concepts
such as “helpful,” “beautiful,” “goal,” “strategy,” etc.?). In our paper we choose a
different approach through the more general meta-methodological framework, which
involves the theory of proof-events that incorporates both proofs and arguments. We
do not attempt to tag an interpretation or a description in the procedure steps, but to
depict the complete proving practice and its social interactions as formally as possible.
Furthermore, our approach highlights explicitly the argument moves that the agents
implement, as well as the sequence of the steps, not only in a “temporal” manner
(with the temporal predicates) but also in a “progressive” manner (with the levels of
argumentation) until the ultimately validated or invalidated outcome.

In addition, studies [20, 69, 39] develop computational systems to demonstrate
how each of the formal steps is available for implementation. The APEC method can
also develop a computational format of a collaborative proving activity. We believe
that APEC does not need the selection of one particular system in order to be used
computationally, given that the selected system is based on logic programming and
has the minimum functionality required (i.e., a formal syntax, semantics, induction,
recursion, and queries as to whether something is provable or not). In the W3C (World
Wide Web Consortium) it was suggested that semantic descriptions of Web services can
take the form of rules, e.g. by using RuleML-serialized logic programming languages,
to formally characterize service concepts and descriptions [52]. To briefly indicate the
computational applicability of APEC, we create a proof-of-concept of Mini-Polymath 4
both in the GorgiasB system, a Prolog-based structured argumentation framework of
Logic Programming [70], and in PSOA RuleML, a logic-based language that introduces
positional-slotted, object-applicative terms in generalized rules [71] (Appendix .1).
However, the computational development of this framework is beyond the purpose of
this chapter.

Thus, the objectives of this calculus are:
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« to examine from a social, scientific, and cognitive perspective the common nature
of arguments and proof-events and to show the relationship between the process

of advancing an argument and advancing a proof;

o to develop an APEC model to represent the “proving” procedure with argument
schemes, highlighting key elements such as agents’ contributions (argument
moves), sequences of proof-events (temporal predicates), and validation progress

(levels of argumentation);

 to show the impact of the (possibly virtual) mathematical environment on the

development of arguments to attain proof;

o to illustrate the usability of the proposed approach (as a theoretical framework

but also as a computational model) in different use cases.

3.1.1 APEC as a tool for formalizing reasoning and collabo-

rative proving

According to Lockhart [32], “/Mathematics] is not in the ‘truth’ but in the explanation,
the argument.” Argumentation-based proof-events can be used to advance mathematical
dialogue in which all participants collaborate to critically examine posed problems
and enhance thinking abilities such as problem solving, interpretation, persuasion, and
creativity. Hence, the goal of mathematics interaction is no longer the cultivation of
individual problem-solving skills, but the development of “collaborative problem-solving
capacities” [33].

Some of the questions that we address are:

1. The relationship between informal proving and formal proof in real mathematical

practice and communication.
2. The relationship between argumentative and mathematical proving activities.

3. The relationship between the contributions of working mathematicians and a

mathematical proof as final output.

Cognitive science has shown [2] that the dialogical nature of argumentation is
similar to human reasoning in proving. Humans conducting reasoning do not
necessarily follow the rules of “logic” [34]. They may change their mind concerning a

previous conclusion on a matter if they are confronted with additional information.
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Their knowledge can be incomplete and inconsistent and, therefore, new data can
invalidate any conclusions drawn [31]. However, it is often the case that a proof output
presented in its pure form overshadows the informal and social aspects of the proving
process that led to it [72]. Argumentation-based approaches can help their integration
within wider frameworks of human reasoning — such as dialogue, debate, validation,
and proving — especially in dynamic environments such as real-life mathematical
environments. The model can depict the dialogues betweeb prover(s) and interpreter(s)
in a multi-agent system, expressing both the internal structure of their arguments, and
therefore their cognitive thinking, as well as the external social interactions with the
argumentation moves.

We investigate mathematical proof steps as argumentation-based proof-events to
elucidate the creative characteristics of argumentation that are important in
proving, such as negotiation, collaboration, and fruitful mistakes. This approach
enables us to examine the kinds of reasoning agents may use in their interaction and
how the dialectical activity may influence them to generate new arguments as they
move from the assumptions of a problem to its proof [21]. Argumentation allows the
contributors to engage in dialogue in the course of their problem-solving activity to
test alternative proving strategies, check a suggested argument or idea or a (part of
a) purported proof until they ultimately reach agreement [25]. This perspective can
reshape mathematical discovery into an interactive, negotiable, social process.

Although a new proof is usually attributed to the solver of the problem, it is the
outcome of joint efforts of different agents each of whom has different past experiences,
background knowledge, proving skills, and vision of the problem [35]. Take, for instance,
Fermat’s Last Theorem which mathematicians had been attempting to prove for over
three centuries, until it was finally proved by Andrew Wiles [36] in 1994 (after 357
years). Thus, Wiles’ proof was the outcome of many generations of mathematicians
and their suggested proofs, which sometimes contained deficiencies and flaws [36].
We suggest a model for mathematics learning, where problem-solving is viewed as a
collaborative discovery proof-event [36, 37]. The system represents in different
levels of proof-events all the history of discovery and formalizes it in the form of
collaborative argumentative contributions that includes trials, conflicts, and possible
validation or termination of parts of purported proofs [38]. In the final step, the formal
proof is checked, understood, and confirmed by the relevant mathematical community
to be recognized as valid.

Comparison of the basic elements of proof-events and argumentation theory shows

similarities in structure, sequence, and the agents.
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1. Arguments and proof-events have three common fundamental components: a set
of premises for a task or problem (i.e., premises ¢ in proof-events and data in
arguments), a method of reasoning (i.e., warrant w in proof-events and inference
rules in arguments), and a conclusion (i.e., conclusion ¢ in proof-events and claim

a in arguments).

2. What is set to be proved emerges out of the history of events, which can be
sequences of proof-events (fluents) or sequences of arguments and counterargu-
ments [6]. A sequence of proof-events is complete when the community involved
in it concludes that they have understood the proof and agree either that a
proof has actually been given or that a proof is invalid, based on a suggested

counterargument or counterexample.

3. Argumentation involves agents or groups of agents, enacting the roles of supporter
and opponent of an argument [73], enabling its adoption as a technology for multi-
agent systems developments. Similarly, proof-events necessitate the existence of
at least two agents: a prover (the agent providing the proof) and an interpreter
(the agent checking the validity of the proof) [6].

The main concept advanced in agent-based approaches is that of autonomy: agents
operate as independent individual entities trying often to collaborate and coordinate
with others [34]. This approach suggests a multi-agent system, enacting the roles of
provers and interpreters [74], who generate sequences of proof-events with arguments
and counterarguments. However, the steps that an individual agent wants to perform
in order to accomplish a mathematical proof may interfere with the steps attempted

or already performed by other agents.

Toulmin's model
Discovery proof-events
Defeasible reasoning
Fluents
Support

} Argument moves APEC model Proof-Events
Attack

logic-based
Proof-events calculus {
multi-agent

Levels of Argumentation

Temporal predicates
Argumentation logic

Argumentation-based Proof-Event Calculus

Figure 3.1 Proof-events and argumentation contributions in APEC.

Why is a calculus for an argumentative model necessary? There is a gap in
the literature about tools that can provide formal — computationally explicit —

input that can manage the variety of procedures normally involved in constructing
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proofs, especially when they contain informal mathematical dialogues with hypotheses,
arguments, counterexamples, etc. [39].

Our contribution concerns the elaboration of an analytic framework that provides
a tool to describe and assess mathematical proving based on formal structure, agent
contributions, argumentation reasoning, and sequence of arguments. The above features
constitute different categories of argumentation frameworks [40] integrated in one
framework. The developed calculus bases the foundations of the justification on
a core internal structure of premises-warrants-conclusion. Then, it proceeds with
the number and the kind of argument moves (supporting or attacking) necessary to
build the different levels of argumentation that can describe the external interactions.
The levels of argumentation can progress from unjustified claims (lower levels) to
incontrovertibly valid proofs (higher levels). Therefore, one can track the progression
in creativity, rigor, and validity of argumentation offered by mathematicians (who
can be either human agents or intelligent software agents) and include the informal
steps in a formal analytical framework. This type of proof-theoretical approach
applied in formal argumentation frameworks can have noticeable advantages [31]. For
instance, a well-studied argument-based calculus may be implemented for analyzing or
generating arguments in a semi-automated or automated way [73], or combined with

crowd-sourcing environments for creating human-machine hybrid teams [75].

3.1.2 Internal Structure of proofs with APEC

For the internal structure, we use Argumentation-based proof-events to identify the
data, warrant, and claim parts of an argument which are involved in the proving process.
An example of the proof of the Pythagorean Theorem is used to better illustrate the
applicability of these predicates.

Definition 3.1.1. Argumentation-based proof-event

An argumentation-based proof-event e can be represented as a communicated argument
(®,c) [28] designated by the pair e(®,c) as e = (communicate(®,c),w), where ®
represents the premises of the argument based on the available data, ¢ is the claim

that refers to the conclusion of a particular problem communicated by the agent, and
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w are the inference rules or warrant' which consists in the inference rules that allow ®

to be connected with ¢, so that:
e DL
« Of¢

e There is no ® C ® such that &' I- ¢

where:
claim c: the statement/conclusion communicated by the agent,
data ®: premises as the ground of the claim,

warrant w: the inference rules that connect the data to the claim.

Counterarguments are represented by the corresponding pair e*(¥, 3), where VU is
the premises on which the claim [ of the counterargument is based. We use three
different kinds of argument moves (rebutting, undermining, and undercutting) as

counterarguments (as defined in Subsection 3.1.3).

Argumentation may require chains or trees of reasoning, where claims are used
in the assumptions to obtain further claims [62], so that a proof-event could be an
atomic argument or a sequence of arguments. Sequences of proof-events expressed
with fluents in the calculus of proof-events [54] describe their temporal history and the
interactions of the agents participating in the proof-event and, henceforth, they are

useful for depicting logical arguments and counterarguments.

Definition 3.1.2. Fluent of arguments in a proof-event

A fluent f is a formula of the form ey, es,... e, — e, n € N, where e1(P1,¢1), ea(P2,c2),
covy en{ Py, cn) is a finite, possibly empty, sequence of arguments, where the conclusion of
the proof-event e; is the claim ¢, i.e.; concl(e;) = ¢;, for some rule ¢y, ca, ..., ¢, —c [58].
Accordingly, the meaning of the finite substantial components of the argument [8] —
which are abbreviated by corresponding prefixes — are defined as follows for the notion
of a fluent:

claim: concl(e) = concl(e1) Neconcl(e2)N...Nconcl(ep) =c=c1NecaN...Ney

1Since in this calculus we draw an analogy between argumentation and proving, a warrant is an
assumption that links the data to the claim, in the same way that inference rules link the premises to
the conclusion in a mathematical proof. There can be different warrants leading to the same claim, as
in mathematics there can be different inferences rules that lead to the same conclusion (proof), e.g.,
the different proofs of the Pythagorean Theorem.
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data: prem(e) = prem(ey)Uprem(e2)U...Uprem(e,) =P UP2U...UD,

warrant: infRul(e) = infRul(e1) UinfRul(e2) U...UinfRul(e,) = w = w; Uwa U

...Uwp

A fluent contains all the necessary arguments/proving steps required to prove the
desired conclusion. Therefore, the conclusion of the initial proof-event e can include
the conclusions of the proof-events e, contained in the fluent. For example, a proof
may presuppose the proof of some of its subsections. Every contributing step in this
procedure can be contained in a fluent. By this, we do not mean only completely
correct steps, but also incomplete or faulty steps that can act as a starting point for
another proving step.

Let’s examine as an illustrative example a proof of the Pythagorean Theorem,
according to which in a right angled triangle the square of the hypotenuse is equal to
the sum of the squares of the other two sides, stated as a®+b? = ¢2.

The Pythagorean Theorem can be depicted as:

6Pythagorecm:< communicate < cI)RigAngTricmgle7CPythagorecm >, WEuclid =

where:
€Pythagorean 15 the proof-event that refers to the proving process of the Pythagorean
theorem,
PrigAngTriangle 18 the data that are used as premises, i.e., specific cases of right angled
triangles where the Pythagorean Theorem is valid,
CPythagorean 15 the conclusion of the Pythagorean Theorem (i.e., a? +b? =c?), and
WEyelia 18 the inference rules used in order to prove the conclusion of the theorem,
which in our example is Fuclid’s proof.

In Figure 3.2, the premise of this problem is the right angled triangle AABC"
prem(epythagorean) = prem(ANABC).
Euclid constructed squares BCED, ABFG, and ACKH from the sides of the right
triangle AABC and sought to prove that the area of BCED was equal to the sum of
the areas ABFG and ACKH. With APEC we can depict the step included in this proof

procedure. We want to show the claim that:
concl(epythagorean) = concl(er) Nconcl(ez), where:

concl(e1) =1 : Areapcra = Areacpry and
concl(ez) = cp : Areapgcx g = AreapyrLp-
The warrant for proving the concl(e;) includes the following steps.
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L
i 1 I

Figure 3.2 Euclid’s proof of the Pythagorean Theorem.

infRul(e1) =infRul(e1,) UinfRul(eyy) Uinf Rul(ei.), where:

infRul(eja) : ABCK = ANACE,

infRul(e1b) : Areapor = % Areasckm,

infRul(eic) : Areascp = % Areacgrn-

Similarly, we have the infurence rules for es:

infRul(e1) =infRul(eiq) Uinf Rul(eyp) Uinf Rul(eic).

Combining the above proof-events, the warrant of Euclid’s proof is wgyciqg = inf Rul(e1)N
infRul(e2).

The Pythagorean theorem may have more known proofs than any other (there
are 370 proofs of the Theorem in [76]), thus, there can be many different warrants in
addition to wgyeiq that lead to the same conclusion, to the same proof (e.g., geometric
proofs, proof by rearrangement, algebraic proofs).

This example illustrated the internal structure of proof-events in a proving process.
The next section presents how APEC can formalize the external relation of proof-events

that communicate and conflict during proving processes.

3.1.3 External relationships of proofs with APEC

The steps that an individual agent performs to accomplish a mathematical proof may
overlap with the steps attempted or already performed by other agents. In order to
express the social interactions and the progress of the proof-events in terms of time and

validation, we need to define more formal tools as described in the subsections below.
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Argument moves

In the course of a proof procedure, there can be various inference stages, such as
attempts, impasses, confirmed or unconfirmed steps, false suggestions or implicit
assumptions, intuitive ideas, intentions, etc. Arguments can then be specified as chains
of reasoning leading to a conclusion with consideration of possible counterarguments at
each step. With the explicit construction of the chain of reasoning (a chain xg,z1, ..,
where the argument x; attacks the argument x;_; for i > 0), various concepts of
defeat can be conceptualized. When an agent has gained control of an argument, they
must select which argument move to apply. Gordon [77] refered to “argument moves”
as analogues of three roles for legal cases. This term was also previously used by
Rissland [78], Asley and Aleven [79], Pease et al [80]. Here, the term “argument moves”
is reserved for specific, active tactics, or strategies among which a prover can choose to
support his claim. Five fundamental relations are used, that indicate links and conflicts
at the sequence of proof-events. The possible argument moves — communicated during
the proof-events sequences — can provide support (equivalent, elaboration) or attack
(rebutting, undercutting, undermining) to the claim.

Argument moves that support the claim:

A proof-event e(®, ¢) is equivalent to a proof-event €’(®’ ), whenever it has the same
premises and the same conclusion (although they may have different warrants). Thus,
equivalent proof-events can have different ways of proving. For instance, numerous
proofs have been offered for the Pythagorean Theorem, including a geometrical proof
by Euclid and an algebraic proof by James Abram Garfield. Thus,

Equivalent(e,e’) : e(®,c) = ' (P', ),

when ® =@’ ¢ = ¢ (and it might be w # w').
A proof-event e(®,c), can have a set of inference rules S of ¢’ which elaborate or
embellish upon e, iff U S+ ¢. Thus,

Elaboration(e,e’) : sent(e) Nsent(Se) — concl(e).
These moves are used for backing our claim and supporting our proof, therefore:
support(e,e’) — Equivalent(e,e’) U Elaboration(e,e’).

Counterargument moves that attack the claim:

A counterargument communicated during the proof-event e* < ®, 3 > rebuts (attacks)
the conclusion of an argument communicated during the proof-event e < ®,¢ >, if and
only if - 8 <» —¢. Thus,
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Rebutting(e*,e) : rebut(e*,e) — —concl(e).

A counterargument communicated during the proof-event e¢* < ®, 5 > undermines
(attacks) some of the premises (defeasible inference) of the argument communicated
during the proof-event e < ®,¢ >, if and only if - 8 <> =(NW;), for some wy,..,w, C W.
Thus,

Undermining(e*,e) : undermin(e*,e) — —prem(e).

A counterargument communicated during the proof-event e* < ®, 3 > undercuts (at-
tacks) some of the inference rules (defeasible inference) of the argument communicated
during the proof-event e < ®,¢ >, if and only if - 8 <> =(N®;), for some Py,..,P,, C .
Thus,

Undercutting(e*,e) : undercut(e*,e) — —inf Rul(e).

Given an argument communicated during the proof-event e < ®,¢ >, a counter-
argument communicated during the proof-event e* < ®, 5 > attacks the argument
communicated during the proof-event e, if and only if ¢* rebuts e or e* undercuts e.

Therefore:

attack(e*,e) — Rebutting(e*,e) UUndercutting(e*,e) U Undermining(e*,e)

Temporal predicates

Even though proof-events can be regarded as taking place instantaneously, EC is
actually neutral with respect to whether events have duration or are instantaneous [81].
Thus, for the duration of proof-events, the perspective of Reasoning about Actions
and Change (RAC) is used which concerns how fluents change when new information
is acquired and how this view of the problem is affected by the observation of some
events remaining active or terminating at a particular time [82]. RAC [83] uses causal
propositions (c-propositions), of the form ‘A initiates F when C’ or ‘A terminates F
when C’, which here are represented in a more specific and detailed form through the
moves of arguments and counterarguments that initiate or terminate a fluent. In most
cases, only the starting point of a proof-event will be taken into consideration, with the
exception of those proof-events that terminate or whose duration plays a significant
role, in which case both the starting and the termination point will be mentioned.
Here, the above-mentioned operators are combined with the basic temporal predi-
cates from [54]:
Happens(e,t), Initiates(e, f,t), Terminates(e, f,t), Active At (e, f,t),Clipped(e, f,t2.)
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The purpose of using the language of event calculus in describing proof-events is
to express the progress of the sequences of proof-events in terms of fluents. In cases
where we need to give an extra focus to the time duration of fluents, we can also
include the time variable in the support(e,e’,t) and attack(e*,e,t) predicates. In these
cases, the proof-event e can be omitted, if it is easily implied by the corresponding
supporting and/or attacking arguments (i.e., support(e¢’,t) and attack(e*,t)). The

temporal predicates are formalized as in the following relations.

Happens(e,t), which means that a proof-event e occurs at time t.
Initiates(e, f,t1) : happens(e,t1) — —attack(e* t1) Usupport(e’,t1), at time ¢,

which means that, if a proof-event e occurs at time ¢, then there are no counterarguments
e* that attack the validity of the outcome of the proof-event and there is adequate

support for our claim at the specific time ¢;.

Clipped(ey, f,t2) : Je1,e],t1,t2, t{Happens(e,t1) N (t1 <t <
to) Nattack(ef, )] N [Pea(Happens(ea, ta) — —attack(e},t))], for t; <t <ty

which means that a proof-event clips when there is a terminating proof-event e] between
t1 and t9 and there is no proof-event e that attacks the counter-argument e attacking

the proof-event ey.

Terminates(e, f,e*) : e, e*,t1([attack(e* t1) —
—conc(e) U—prem(e)U—sent(e)] N [Pea, ta( Happens(ea, ta) — —attack(e*,t1))],with
t1 <to

which means that a fluent terminates when there is a counterargument attacking the
sequence and there is no proof-event ey that Happens in time to, with t; < to9, to
defend the claim. The termination of a sequence of proof-events may be caused by the
indication of the falsity of the problem (there are counterarguments that attack the
conclusion of the proof-event), or the undecidability of the problem (there is a lack
of adequate warrants to prove the desideratum), or the inefficiency of the required

information (there is a lack of premises).

ActiveAt(e, f,tni1) : Happens(teni1,tnt1) — —attack(el, t,) U support(el,, t,,),for
every n € N tn+1 >ty
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which means that a fluent is active, if there is an argument to support the claim for
every counterargument attacking the claim. This means that for every counterargu-
ment e* < W;, 3; >i=1,...,n,n €N, there is a proof-event e,41(Ppn+1,Ccn+1), which
Happens(ep+1,tn+1) and defeats the attack of the counterargument e < ¥,,, 3, >, for

tn+l > tn.

— — — — — — — — — — — — — — — — — — —

—_——— - —_—_—_—_——_——_——_————— — ~
APEC Predicates
Structural Components
prem(e) The premises of the proof-event e
concl(e) The claim of the proof-event e
infRul(e) The warrant of the proof-event e
Argumentative Moves
Elaboration(e,e’) Statement S of e “elaborates proof-event e
Equivalent(e,e’) Proof-event e is equivalent to proof-evente”
Rebutting(e’,e) Proof-event e rebuts proof-event e’
Undercutting(e”,e) Proof-event e undercuts proof-event e’
Undermining(e®,e) Proof-event e undermines proof-event e’
Reasoning
Support(e,e”) Statements e’ that support e
Attack(e",e) Statements e” thatattack e
Temporal Predicates
Happens(e,t) Proof-event e starts to happen at time t
Initiates(e,f,t) The fluent of e initiates at time t
Clipped(e,f,t) The fluent of e clipped at time t
Terminates(e,f,e") The fluent of e terminates from e*
ActiveAt(e,f,t) The fluentof e is active at time t
Valid(e,f,t) The fluent of e is valid at time t

Figure 3.3 APEC predicates.

From the above-mentioned, we conclude that:

Happens(e,t1) N Initiates(e, f,t1) N (t1 < t2) N—attack(e* ta) — ActiveAt(e, f,t2),

which means that a fluent remains active at time tg, if a proof-event e has taken place

at time 1, with ¢; <5 and has not been terminated at a time point between t; and ts.

Consequently,

Vi < nlActiveAt(e, f,t;) N (t; < tp) N—Terminates(e, f,t;)] = Valid(e, f,t,),at time

which means that a fluent can be considered valid at time ¢, if it is active and there

are no counter-arguments to terminate it at time ¢; for every ¢ =1,...,n,n € N.

th,o=1,....n,neN
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A list with all the aforementioned predicates that constitute the core syntax of
APEC is depicted in Figure 3.3.

Levels of argumentation

In order to define the warranted premises that are justified by a set of arguments in
the sequence, a mechanism which can examine the representation of the arguments by
recursion is necessary. Pollock introduces defeasible reasoning where arguments are
chains of reasoning that may lead to a conclusion, whereas additional information may
destroy the chain of reasoning.

To be able to more clearly and explicitly present not only the temporal process but
also the validation progress of the argumentation-based proof-events more clearly and
explicitly, we integrated the approach in [34]. The argumentation framework is built
in terms of logic programming rules expressing a preponderance relation among the
arguments, presenting levels of argumentation. Kakas et al [70] presented levels of

arguments:

Object level arguments, which represent the possible decisions or actions in a

specific domain.

First-level priority arguments, which express justifications on the object-level ar-

guments in order to resolve possible conflicts.

Higher-order priority arguments, which are used to deal with potential conflicts

between priority arguments of the previous level until all conflicts are resolved.

The same levels can be applied in mathematical proofs so as to understand the
history of proof-events, starting from the statement of a problem until its validation
or rejection and including all the attempts and failures [6]. As proof-events continue
from lower levels to higher, they constitute fluents. The premise and the claim of the
initial proof-events constitute the object-level arguments. Proof-events constitute the
first-level priority arguments, in which they have preferences and justifications in the
object-level arguments. The proof-events that have fulfilled their purpose terminate,
while the rest of them continue to the higher-order priority arguments. The following
example describes the possible steps and conflicts for the justification of a proof-event

e through the levels of argumentation.

Object level arguments

Object level arguments pertain to the claim and the initial representations of arguments.
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Happens(ej,t;),i=1,.... mm e N t; <t,, <t
Ve, : [(Happens(e;, ti)) — —attack(el,t;) N (t; < tp)] = Initiates(e;, fo,tm)

fori=1,...,m,m e Nt; <t,, <t. The proof-events that are not attacked constitute

the fluent f, and continue to the first level priority arguments.

First-level priority arguments

The first-level priority arguments are presented as:
Initiates(em+1, f1,tme1), attack(ey, 1, tmy1),0=1,...,m1,m1 € Nty <t +my) <,

for every ¢ € N that we have:

*

Femtis €t tmyilattack(er, i tmyi) = mconc(emyi) U—prem(emi)] N (tmgi <
tmmy) < )N [Bemsit, tmyivi(Happens(emiivt,tmyit1) = —attack(el, ; tmyi)] —
Terminates(em+i, f1,tm+m, )]

so that the proof-events that have been attacked and could not resolve the conflict, are

terminated in this fluent. The rest of them remain active, so we have:
ActiveAt(em+j, f1,tmym,)) for every j #i,j €N

and continue to the second-level priority arguments. The same pattern continues
for n-level priority arguments and for n fluents f,, that deal with potential conflicts
between priority arguments of the previous level until either all conflicts are resolved

or the claim is proved invalid. Then, the final level follows:

Higher-order priority arguments
If the proof-events fail to resolve all the conflicts, our claim can not be proved and it

clips:
Clipped(e, f,ty) at the time t, =ty 1 +m, > ti
If the proof-events manage to deal with all the attacks and:

34,5 € N : [ActiveAt(em,_,+j, fn,tn) N Terminates(e, fn,tn)] = Valid(e, f,t,), at
the time ¢, =t | +mn > i,

then our claim is proved valid.
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3.2 Moral Argumentation-based Proof-Event Cal-
culus (MAPEC)

Representing ethical codes and rules it requires an ethical policy, a hierarchy over
the rules that are appropriate in different contexts (defining even which rule is more
acceptable to violate when no ethical option is available). In order to demonstrate
that a system has the capacity of making the right decisions (both operationally and
ethically), it should be formally specified what the “right decisions” are.

Formal verification [84] involves proving or disproving that a system is compliant
with a requirement determined in a mathematical language, i.e., a “formally specified
property” expressed within a linear temporal logic, which in our case allows us to
define what decisions the rational agents should make at some specific moment [85].
Thus, the ethical policy can be formalized in some computational logic L, whose well-
defined formulas and proof theory specify the basic concepts required: the temporal
structure, events, actions, sequences, agents, and so on [44]. The presented methodology
proof-theoretically formalizes the ethical policy and implements it, meaning that this
methodology encodes not the semantics of the logic L but its proof calculus [44].

Logic-based systems that are capable of dealing with increasing degrees of environ-
mental uncertainty and variability are preferable [86] and cognition constitutes a way to
deal with an undefined and uncertain world, meaning not necessarily a chaotic one but
just a complex one. Argumentation is a tool of cognition that can formalize the science
of common sense reasoning on which new types of systems can be engineered [87].

Therefore, to address the challenge of ensuring ethically correct behavior, a logic-
based argumentation approach such as MAPEC is proposed to guarantee that robots
only execute events that can be proved ethically acceptable in a human-selected logic,

by formalizing an ethical code [44].

3.2.1 Moral Competence Expressed with MAPEC

In an ethical framework, a moral vocabulary allows the agent to represent norms,
ethically substantial behaviors, and their judgments (conceptually and linguistically) in
order to fuel the moral communication. It contains: a normative frame referring to the
features of norms and to the normatively-supported qualities of agents; a language of
norm violation characterizing attributes of violations and of violators; and a language

of responses to violations [88].



30 Argumentation-based proof-event Calculus Theory
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Figure 3.4 Research framework of MAPEC.

In our approach, the concept of norms is described with events, extending their
context to abstract ethical events. The abstract ethical events present the arguments
in a moral debate. The violations are analogous to the counterarguments. The role of
ethical agents can be easily depicted as akin to the role of the supporter (or prover)
and attacker in our argumentation framework [89, 36], where the supporter plays the
role of the ethically correct agent and the attacker the role of the violator. Their
actions are the responses to moral violations with arguments or counterarguments.
Moral communication expresses the agent’s efforts to recognize, clarify, or defend norm

events, as well as interfere or rectify after a norm violation.

Definition 3.2.1. Abstract Ethical Events

An abstract ethical event is represented by e and its purpose is to defend an ethical
principle ¢, where ¢ can be interpreted also as “the supporter considers it immoral to
permit or cause —c¢ (to happen).” The Abstract Ethical Event has the same structural
components (data ¢, warrant w, ethical claim ¢) as a proof-event in APEC [89]. Thus,
an ethical principle ¢ is in force when the event concludes to ¢, based on the data ¢

and following the inference rules w:

e = (communicate(p,c),w)
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where e € E/, E is the set of ethical events for ¢. Similarly, e* denotes the violation

event.

Moral judgment is the evaluation of the actions relative to norms that leads to
the judgment of the temporal state of the moral actions, which includes the predicates
Happens(e,t), Initiates(e, f,t), Active At (e, f,t), and Clipped(e, f,t), leading finally to
the ethical principle being Valid(e, f,t) or Terminate(e, f,t) (See section 3.1.3).

A system of norms contains a society’s principles for ethical behavior. They aligh
the supporter’s arguments and decisions with specific (moral) behaviors and shape
others’ (moral) judgments of those behaviors [88]. Thus, they establish an ethical

policy with ethical rules.

Definition 3.2.2. Ethical Policy

An ethical policy P is a tuple P =< R,>> where R is a finite set of ethical rules
between the events e, with e € E, and > is a complete (not necessarily strict) priority
order on R. The expression e; = ey indicates that violating e; is equivalently unethical
to violating eo, while e; > e denotes that violating ey is equally or less unethical to
violating es. A special category of ethical event, symbolized as eq, is vacuously satisfied
and encompassed in every policy, so that Ve € E : e > eg, indicating it is always strictly

more unethical to do nothing and permit any of the unethical conditions to happen.

Ethical action is an event, taking place in compliance with the norms and in
specific time, which is accommodated to and harmonized with other social agents
(violators or provers) who operate under the same context. The norm violations e*
of a violator are denoted as attack(e*,t) events and the ethical proving action of a
supporter is denoted as support(e’,t), both qualified by the time ¢ to express the
temporal sequence of the actions.

Definition 3.2.3. Ethical Actions

Given a certain context «, an event e, and an ethical principle ¢, an ethical action
can be of the formulas:
support(e’,t) = ¢, denoting the actions of a supporter to defend the ethical principle ¢
with ethical event €’ in context o and at time ¢.
attack(e*,t) = —c, denoting the actions of a violator to contravene the ethical principle

¢ with violation e* in context o and at time ¢.

3.2.2 Prioritized Ethical Rules to Define Scenarios

Context determines dynamic priorities on the decision policies of the agent [90]. To be

able to reason about scenarios in terms of ethics, we need a scenario selection process
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that uses the ethical policy, which can be represented within the argumentation theory.
The agent can be in various contexts while deciding which scenario to choose, so the
rules from all the contexts need to be considered when implementing a plan. We
advocate scenarios that are ethical or at least violate the fewest ethical principles, both
in quantity and in severity.

The scenarios are ordered using < which leads to a complete order over scenar-
ios [85]. This can describe an agent’s ethical policy based on the different contexts
with argumentation levels. In the first level we have the rules that refer directly to the
domain of the agent, the object-level decision rules. In the other priority levels the rules
relate to the ethical policy under which the agent generates different possible scenarios
that the agent can choose. The higher level priority includes the rules representing the

optimal course of action, the more ethical (or less unethical) scenario [90].

Definition 3.2.4. Levels of Ethical Rules
Given a policy P =< R,>> and a plan based on the ethical rules R, V is a set
of abstract ethical events (including the events e and the violations e* of the ethical

principles ¢) defined as:
V =<elelp,c),e € E, support(e/,t) = ¢ >

We define the operation Higher for the higher level of ethical scenarios L based on

the set of events V', as follows:
L = Higher(V)={e|ecV and Ve; € V : e > ¢;}

Consider a set of available, possibly ethical, scenarios L; for the different set of V;.
The scenarios lead to different levels of ethical rules L; € L that satisfy the following
properties, in order to define which available scenario is more ethical (or less unethical).
For every 4,7 € N, it holds that L; > L; if at least one of the following holds:

1. Vi=0and V; F 0.
2. e1 > ey, for every ey € Higher(V;\'V;) and every es € Higher(V;\ V;)

3. e1 = eg, for every e; € Higher(V;\'V;)) and every es € Higher(V;\ V;), while
| Higher(V;\ Vi) |<| Higher(Vi\'Vj) |.

If none of them holds, then L; and L; are equally (un)ethical, i.e., L; ~ Lj;.

The first relation makes sure that the ethical scenarios will always be favored instead

of the unethical. The second one guarantees that when the principles that are the
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same in both scenarios are ignored, then the scenario that defends the most valuable
principle is considered “higher” ethically. The third states that when the principles
that in each scenario are violated are different, but equally valuable, the plan which
violates fewer principles is “higher” ethically.

We can now define a logical property which specifies what it means for the reasoning
and the decision-making of an agent to be ethical. Informally, we have that whenever
an agent selects a scenario, L;, then all other applicable scenarios L; should be ethically
“lower,” i.e., that L; < Lj;.

This approach can be implemented in autonomous systems, where the goal is not
to show that an agent always makes a specific predetermined moral choice, but that
their actions are due to the right reasons. In many real-life scenarios it is not easy to
provide a complete set of decisions that will cover all situations [85]. Therefore, the
system may have two modes of operation; either it uses its pre-existing set of actions
in conditions which are within its anticipated parameters; or when new options appear
it acts outside of these parameters based on various available resources that allow it to

govern its actions using ethical reasoning [85].






Chapter 4

Formalization of Mathematical

Proving Practices

Proofs and proving processes exist everywhere, where as “proving process” we define any
process we follow based on some logic to prove the desired claim. This part of the thesis
with the illustration of real-life applications has two segments with two different areas
of implementation: the first part in this chapter describes the formalizing of explicit
mathematical proving processes, and the second one (in Chapter 5) the formalizing
of “implicit” proving processes. Another area of application that is currently under
development is an argumentation-based checking of misinformation with formal calculus
for the truth-assignment [91] This chapter presents how APEC can formalize explicit
mathematical proofs; on the one hand, from an in-depth analysis of the steps inside
the mathematical proof as exemplified by Zero Knowledge Proof-Events (Section 4.1);
on the other hand, from a more distanced perspective, modeling the agents’ interaction
and the temporal sequence of the events during a multi-agent proving process as
indicated in the paradigms of Mini-Polymath 4 project (Section 4.2) and of Fermat’s
Last Theorem (Section 4.3).

4.1 Zero Knowledge Proofs as Proof-events

APEC can be used to formalize in depth the steps that take place in the proving
process of specific types of proofs, as — in our case — in the study of Zero Knowledge
Proofs (ZKP). Zero Knowledge Proofs is a protocol between (at least) two people
where one party, termed as the “prover” tries to prove a certain point to the other
party, termed as the “verifier” [41]. The two parties play the corresponding roles of

prover and interpreter.
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The important properties in Zero Knowledge Proofs are:

Completeness, meaning that the verifier always accepts the proof if the claim is true,

and both prover and verifier follow the protocol.

Soundness, meaning that the verifier always rejects the proof if the claim is false,

and the protocol is followed.

Zero Knowledge, meaning that the verifier learns nothing else about the claim
being proved by the prover that could not have been learned without the prover,
regardless of following the protocol. Additionally, the verifier cannot even prove

the fact to anyone later.

The protocol requires dialectical input from the verifier, commonly in the form of
recurring challenges, such that the replies from the prover will convince the former
if and only if the claim is true (which means that the prover does have the claimed
knowledge). Thus, the procedure of justification in Zero Knowledge Proofs has a

recursion of the same round which includes:

o a commitment message from the prover (premise),
« a challenge from the verifier (attack), and

« a response to the challenge from the prover (conclusion),

interacting similarly with those in argumentative proof-events. The warrant of the
proof-events calculus is the knowledge that is not transferred to the verifier in the Zero
Knowledge Proofs.

In order to define the warranted challenges that are justified by a set of correct
answers in the sequence, a mechanism which can examine the representation of the
argumentative dialogue by recursion is necessary.The three levels of arguments described
in [34] can describe the procedure of justification in Zero Knowledge Proofs, where
we have recursion of the round described above. The protocol may repeat for several
rounds, where each round adds more value for the desirable result [92]. Each round is
equivalent to the corresponding levels of argumentation in proof-events. Based on the
prover’s responses in all rounds, the verifier decides whether to accept or reject the
proof. This kind of Interactive Zero Knowledge Proofs can be used for identification,
where a prover claims an identity with a username, a smart card, a process ID, etc., and
security systems can use this identity to determine if the user-prover can be allowed
access to an object, and for authentication, which is the procedure of proving an

identity using given credentials, such as a password, a PIN, a smart card token, etc.



4.1 Zero Knowledge Proofs as Proof-events 37

4.1.1 Modeling of Ali Baba’s Cave

In this part, we present the well known Ali Baba’s Cave example as described in [93].
In this, there are two parties — Peggy and Victor — and a ring shaped cave with an
entrance on the one side and a door blocking the opposite side. Peggy wants to prove to
Victor that she knows the magic word (code) that can open the door, without revealing
it or any other information to him or anyone else. Peggy enters the cave and chooses
to follow one of the two paths to the door blocking the way. Then, Victor enters the
cave and asks from Peggy to come back to the entrance by following the path of his
preference. If Peggy knows the secret word she can open the door and follow any path
she wants to the entrance. If she doesn’t, she can only get back through the path she
had previously followed. Repeating this procedure, and since Peggy always manages
to come back following the path requested, Victor can conclude that she knows the
secret word. In the next section we formalize the example of Ali Baba’s cave using the
moves and the temporal predicates of proof-events.

Object level arguments

In the Object level arguments we have the basic elements of the statement that we
want to prove and the possible options we can apply on the proving process. In this

example we have two agents, a verifier and a prover, described as:
A€ Ay, Ap,Verifier = Ay, Prover = Ap

First, the three fundamental elements of proof-events are defined: Premise, Warrant
and Claim. The Premise is the Graph G with its Vertices and Edges described as

below.

V3 V4

\Y
V, 2

Key

Figure 4.1 Ali Baba’s Cave Diagram

Graph G: V(G) =V;|i=1,...,6,

WaVlitl=j o i=2j=6N\(Vilh)
_ iff K((Va,V5)) =0
TE=N qwavi lit1= or i=2,j=06}

iff K((Va,V5) =1
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The warrant in this example is illustrated by the Prover’s possession of the key, which
is the claim to be proved, thus K : (Vy,V5) — 0,1 expresses whether Ap has the Key
or not.

The possible moves for the agents are the following:
StandsOn : Ay, Ap — V(G) expresses the position of Ay and Ap on the Graph.
MovesTo : StandsOn — StandsOn
(Ai, Vi) = (43, V))

if and only if (V;,V}) € E(G)U(V;,V;) = (V4,V5) and A= Ap and has the Key.
So P can move through (V4, V5) if and only if P has the Key.

Sees : StandsOn x StandsOn — 0,1

Sees((Ay, Vi), (Ap,Vj)) = { (1)’ i E“f"‘?; ; gEg;
, iV

First-level priority arguments
In the first level arguments the Verifier Ay and the Prover ApStandsOnV;.

StandsOn = Happens(Ay, V1),
StandsOn = Happens(Ap, V1),

Then, ApMovesT o either V4 or V5. There is nothing that prevents them from moving,
so there is no attack for this move.

[Happens(Ap,Va)) — MovesTo(Ap,V;)| — Initiates(Ap, fo,V;) with i =4 or 5

The procedure of proving Initiates and the verifier is testing the claim of our
example (whether prover has the key-proof) by asking the prover to appear from either
of the two possible exits of the cave (V3 or V).

Initiates(Ayp, fm, Vi), with i =4 or 5
MovesTo(Ai,Va)] — Happens(Ay, Va),
Dy = attacks(Aj, fm,Vj),with j =3 or 6
ApMovesTo(V3 or Vg), if Sees((Ay,Va),(Ap,Dy)) =0 then it Terminates.

lattack (A, V) N—Sees((Ay,Va), (Ap,Vj))] = ~StandsOn(Ap, V)N K : (Vy,Vs) —
Terminates(Ap, fm,Vj)], with j =3 or 6,m=1,...,n—1
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Else,
Active At(Ap, fm, Vi) for i =45 m=1,...,n—1

And it continues to the second-level priority arguments by repeating the procedure
from the beginning. The same pattern continues for n-level priority arguments and for
n fluents f, until the verifier is convinced that the prover has the key-proof.
Higher-order priority arguments
In the final n-level if at the time ¢,;:

3j,j € N : [ActiveAt(ep, fn,Vj) N—Terminates(ep, fn,V;)] = Valid(ep, fn,tn),

then the claim is proved valid.

In this use case we described a connection between the Argumentative Proof-Event
Calculus and Zero Knowledge Proofs. Proof-events are not considered as infallible
facts before their ultimate validation, thus enabling the connection with the procedure
of Zero Knowledge Proofs where a recursive tentative process is required until the final

validation of the proof.

4.2 Online Multi-agent Mathematical Practice

One of the difficulties in the investigation of mathematical practice is that there is lim-
ited knowledge of the real process of mathematical proving and of the interaction
between mathematicians during proving [42]. To study mathematical proving, we need
sufficient information to capture the real-life process of mathematical discovery, not
only the final product of the proof communicated in the publications. This information
should provide grounds for explanations of the mathematical discovery, historical facts
about the efforts undertaken by the contributors (alone and in cooperation), and data
about the shaping of views and attitudes to proving outcomes [69]. The Web as a
collaborative medium may transform the way we experience proving practices, as it
allows for contribution by agents with different backgrounds, knowledge, skills, and
styles of thinking [33]. Unlike traditional modes of communication, one of the key
features of the Web — and one that facilitates mathematical practice — is its open and
ubiquitous nature, since Web-based communication enables interaction in multi-agent
systems [33].

Data sets of online collaborative mathematical practice can provide us with
original, rich, and valuable information about the real process of mathematical dis-

covery [75]. Online blogs and forums with informal mathematical dialogues, such
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as Polymath, Mini-Polymaths, MathOverflow, Tricki.org, Math.Stackexchange, etc.,
reveal some of the hidden aspects of the evolution of mathematical proving over a
period of time [42]. In addition, Web-based interactivity enables collaborative problem-
solving, through which proof for a particular problem is achieved through spontaneously
generated and exchanged arguments and counterarguments. Therefore, a source of in-
formation that can provide evidence about the mathematical proving practice presents
itself in the form of Web-based crowd-sourcing projects. Crowd-sourcing is a procedure
similar to open sourcing where the work may be undertaken on an individual or a
crowd basis, raising the number of possible contributors-provers, thus possibly gaining
a deeper vision of the problem. The use of the Web as a means of crowd-sourcing
and collaborative search for proof [33] dates back to projects such as Tatami and
Kumo by Goguen [94], and Tricki and Polymath by Timothy Gowers [37]. Tatami
is a Web-based cooperative software system that consists of a proof assistant [33].
Kumo is a proof assistant for first-order hidden logic, which also develops websites
that document its proofs [95]. Tricki involved creation of a large repository of articles
useful for mathematical problem solving with the aim of assisting in mathematical
proving practice [96]. In Polymath, a mathematical problem was formulated, and the
entire mathematical community was invited to collaborate openly to suggest ideas,
approaches, comments, and pieces of proof in order to find an alternative proof [37].
However, Web methods do not always reflect the semantic structure of mathe-
matical argumentative aspects explicitly enough or in depth [97]. They often cannot
capture different types of arguments and counterarguments and are presented with
difficulties in finding and evaluating arguments and their relationships [98]. These Web
technologies have a specific semantic structure that links opinions and arguments in
a dialogue based mainly on natural linguistic models of argumentation (i.e., models
that perceive argumentation as a language activity) [98]. There is a need for new
frameworks, tools, and systems engineered into the Web to encourage mathematical
dialogue, facilitate multi-agent collaboration, and promote a new online collective
thinking. The focus in this paper is explicitly on mathematical activity, thus our work
attempts to add to this repository of Argument Web tools by providing a semantic
calculus specialized in the reasoning that takes place in mathematical practices. We
believe that the reasoning that takes place in mathematical dialogues described by a
machine-processable and semantically-rich argumentative structure is important to
the Semantic Web vision. Given this, the Web can critically transform the way we

perceive proving practices [33].
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In the next section, we discuss how the resources of online collaborative mathematics
can be applied to support formulating and answering questions about mathematical
proving. Polymath projects can be considered as one of the first fully documented
accounts of how a mathematical problem was solved [99]. In Polymath, contributors
were encouraged to view themselves as part of a collaborative team created ad hoc to
solve a posed problem and share their ideas even if they were “obvious,” incomplete,
or faulty, as others might be able to check and correct them and discard what is
useless. This form of networked brainstorming allows for tapping the full potential of
the various and complementary mathematical skills of the participants, thus leading to
better and quicker results [37]. The data set we use are excerpts from the comments'
of the Mini-Polymath 4 project, which allow us to integrate the arguments exchanged
into dialogues represented in proof-events sequences. Some of the questions we try to
highlight with this case study are:

o What knowledge can we obtain from the dialogues of online crowd-sourcing

projects?

o How can the study of these projects can be used to understand mathematical

practice? and
o How can we present them in a systematic, illustrative, and explanatory way?

Although the dataset is not extensive, it is sufficient for our model.

4.2.1 Modeling of Mini-Polymath 4

This work argues that online proving dialogues can be expressed as a particular
type of Goguen’s Web-based proof-events [95]. Web-based proof-events have informal
social and historical components, prover-interpreter interaction, collaboration, consent,
and validation. Furthermore, argumentation can make a significant contribution in
dealing with the defeasible knowledge of the Web which is a product of its open and
ubiquitous nature. The Web can restructure the way we understand mathematical
proving practices, facilitating proving as a multi-agent collective activity involving
people with different backgrounds, expertise, reasoning, and thinking styles.

In the Mini-Polymath 4 project, the participants contribute to the solution of a
problem from the 2012 International Mathematical Olympiad, termed “The liar’s
guessing game (LGG)” (see also Appendix .1). We aim to present the dialogue and

thttps://polymathprojects.org/2012/07 /12 /minipolymath4-project-imo-2012-q3
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exchange of arguments in which the contributors were engaged through the comments
functionality of the Polymath Webpage by constructing an APEC model, focusing on
the proving activity of the first part of the conclusion crgg, from the LGG problem.
The second part crga, of the LGG problem can be modeled similarly.

Initiates

s Third level

Figure 4.2 Illustration of Mini-Polymath 4 through APEC model.

The APEC model formalises mathematical practice based on four core contexts

(indicated also by the corresponding colours as follows):

Argumentation-based proof-events and their structural components that can

be linked to the relevant sentences of the participants’ discourse.

Argument moves and reasoning that indicate interactions between proof-events
(and their agents accordingly).

Temporal predicates that indicate the progress of the practice over time and whether

certain proof-events are active or not.

Levels of argumentation that indicate the progress of the proof in terms of justifi-
cation.
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The first two contexts connect the formal modeling of the calculus with the informal
elements of the agents’ discourse and activities, and the latter two designate the
progress of the proving in terms of time and validation.

The course of exchange of arguments in this argumentation-based proof-event se-
quence is illustrated in the flow chart in Figure 4.2. In this illustration the orange circles
depict the argumentation-based proof-events, where the central one concerning the
proof of LGG is denoted as e LGG (e LGG1 and e LGG2 are the two conclusions
of LGG), while the rest of the proof-events are denoted as e_ {number}, where the
number is the numbering of the related Mini-Polymath comment. The arrows depict
the flow of the sequence of the proof-events. Labels also indicate the argument moves
(green labels), the temporal predicates (blue labels) and the levels of argumentation

(black labels) in the corresponding part of the sequence.
Object-level arguments:

In the object-level arguments, we have the possible initial available data and rep-
resentations of arguments that can be used by the agents related to a specific domain
problem that they attempt to address. Each agent may interpret and use this data
differently, based on their personal perspective and background knowledge. In the use
case presented, there is the LGG problem as the initial proof-event ( )

and two claims that need to be proved, so we have:

where:
= (The liar’s guessing game.)
= (If n > 2* then B can guarantee a win.)
= (For all sufficiently large k, there exists an integer n > 1.99% such that B cannot
guarantee a win.)
The Polymath aims to create the warrant of the aforementioned proof-events, as

the result of collective fluents’. This initiates the proving:

Happens(eraa, fo.t1) — Initiates(eraay, fo,t1) U Initiates(epaas,, fo,t1)

First-level and second-level priority arguments included initial comments, attempts,

and justifications of previous arguments that are not described in detail here (for the

2At each level, the fluent is numbered with the corresponding level of argumentation, i.e., at
first-level we have the fluent f;.
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modeling of these levels see Appendix .1).
Third-level Priority Arguments:

At this level, we have counterarguments and attacking moves on some comments
and ideas of the previous levels. The proof-events are enumerated based on the
numbering of the Polymath 4 comments®.

In some cases, a proof-event can be implied or assumed (correctly or faultily) from

the available data, such as in the following example:

= (®7: B cannot guarantee the win, ¢;: it can be “always win” for
A)

(this proof-event is implied from the initial description of the problem.)

With counterargument ¢, the option that “player A can always win” was termi-
nated.
= (D= Since there is a possibility that B would win the game simply by

quessing, c-: there is no “always win” for A)

Rebutting (e, e7) : rebut(ek, e7) — —concl(e7) and
attack(es, e7) — Rebutting(es,er), where
attacks concl(e7) = (“always win” for A).

Terminates(er, f3,tr,) — attack(ek, er)

Argument ¢y adds an observation on the warrant of ergg; -

= (Du: For the first part, proving for n= 2% suffices. The first approach that

comes to my mind is to induct on k, cs: crag,) with warrant ws = ( proving for n = 2F).
With counterargument ¢, the related proof-event was attacked and terminated as
unconstructive.

= (Pg: B can as well ask questions in “rounds” of k+1 questions, cy: then,

each round is guaranteed to have at least 1 correct answer)

with = (While this is true, it is not very constructive |...])

3 Another option is to number them by the agent’s name (or both), depending on the information
that we want to stress.
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Undermining(eg, eg) : Undermin(e,eq) — —prem(eg) and
attack(es, eq) — Rebutting(eg,eg)

Thus,

Terminates(eg, f3,tr,) — attack(eg, eg)

Fourth-level Priority arguments:

At the fourth level, ideas and efforts yield some productive results thanks to fruitful (but

not yet complete) cooperation, as the proving discovery progresses towards higher levels.

=(D1o: So for k=0 any version of binary search works, . The
next step should be to find the strategy for k=1,n = 2),
where , since the contributor claims “I first thought I have found the

strategy, but it doesn’t work.”

Another prover named Mihai Nica elaborates in this proof-event with some useful
lemmas that help proof-event ey to progress, and finally the contribution of these

comments adds a valuable input in the final proving of the first conclusion ergq, -

=( . I am working on this case too. Here player A can never
tell two lies in a row. Here is a little observation I have made. Let Q1, and Q2 be
questions that player B can ask, and I will use the notation like [...], . Here is a
cute little lemma: If B asks Q1 Q2 Q1, then A must give the same answer for Q1 both
times it is asked, or else tell the truth for Q2).

=( o Let Q1,02 be questions. If player B asks the sequence
of questions Q1 Q2 Q1 Q1 and gets answers A1 A2 A3 A/ (each Ai is either an L (lie)
or a T(truth)), . By the last lemma for the sequence of questions Q)1 Q2 @1, player
B knows that either A2=T or the answers to the first three questions are LTL, TLT,
or TTT [...]. I think the second lemma can be used to make a binary search by making
Q1 = half the numbers, Q2= the other half of the numbers).

support(e1p,e1o,) — FElaborate(e1g,Seyo, ),

support(eio,€10,) = Elaborate(eio, Se,, )

where:

prem(Sey,, )=(If B asks Q1 Q2 QI1, then A must give the same answer for Q1 both
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times it is asked |...])
prem(Sewb):Uf player B asks the sequence of questions |...] then player A is forced
to reveal [...])

Initiates(eio, fa,tr,) = support(eio,eio, ) U support(eio,eio,)
(continues for comments 11-15)
Higher-order Priority Arguments:

At the higher level, we have the justification and the proof of LGG’s first conclu-
sion crgq,, as the outcome of collective argumentation-based proof-events.
, where 5= prem(eig) = ( We can assume N =2F +1,n=2F [...].
Then we can keep asking if by is 1, there are two possibilities.)
, Where:

= ( k+1 times we get the answer NO, then we exclude the number 10 ...0

= (There is a YES answer. Then we stop asking about by and ask by =1,b3 =

L,...,bgr1 = 1. After we are done we can exclude the number |...].)

We have several proof-events in comment 16 that add in the proving discourse, either
by supplementing claims of previous agents or by questioning some incomplete claims.
We can see that it is a live procedure where each comment comes to fill a piece of the
“proving puzzle” until its ultimate completion. In this proof puzzle, it often happens
that even the attempt to add a “wrong piece” can contribute to the process, since

something that does not work was tried, and it can now be safely excluded as an option.

support(eig,e1q,) — equivalent(eyg, €16, ), where
=(Another way (which seems to solve the first question). We ask the sequence
of question Q;: “Does b =1%2" in a row. That makes k+ 1 questions [...]. We have

excluded a possibility, which by the reduction of comment 15 is enough.)

Rebutting(elg, , €16, ) : rebut(elg, , e16,) — —concl(eig, ), where
=(Which number will you exclude in that case? (It might not be in the range)),
and

attack(eg,,e16,) — Rebutting(elg, ,e16,)
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ActiveAt(ei6,, fn.tL,) = support(eis,,e16,) U support(ers,,ei6,), with
support(eie,,e16,) — Elaborate(eie,, Seyq, ), and
support(eie,,ei6,) — Elaborate(eis,, Se,,,), Where

=( . When c¢; =1, . then the number might be out of the
range.)

=( . I'm not sure I totally understand your argument, but your
argument lead me towards the following: Let B; be the subset of {0,--- N — 1} with 0
as the it digit in their binary expansion [ : So x cannot be s; and we have
the required win. On the other hand, if A always says that x = s; for any i, [...]

and B wins.)
Valid(erca,, fn:tL,) — support(eie,e16.) U support(eis, e16,) N ~attack(eig, e16)

The Mini-Polymath example illustrates the contribution of the agents in the process
of proving. The information we obtain from this type of project indicates that the
characteristics and quality of dialogues can affect mathematical thinking and practice.
Firstly, the central aim of the proving itself is to convince the rest of the community
about the justification and the validity of one’s approach and outcomes. Moreover, all
agents contributed significantly to the procedure, since various people had to participate
in reaching their common goal, which was the proof of the LGG problem (in Figure 4.3,
the warrant is justified based on the contributions of all participants).

Crowd-sourced mathematics is valuable in the study of mathematical practice, reveal-
ing the way that mathematicians think and debate. Proving, at least at its inception
phase, can be understood as an inquiry implemented by exchange of ideas: a collabora-
tive dialogue between mathematicians with the common aim of solving an open problem,
which none of the participants in the conversation has specifically predetermined [11].
Such exchange of arguments can definitely be found in mathematics, at least in the
context of mathematical discovery. At the end of the sequence of proof-events, the
agent who takes on the role of the administrator has an overview of the whole “history”
of the participation of each prover-agent to the sequence of proof-events, so that he/she
can analyse the overall contribution of each agent and integrate them into the final
proof.

Additionally, in these types of collaborating environments, the participants might
have less fear of committing mistakes, and therefore different solutions can be tried out
and corrected. Argumentation is more efficient in interactive contexts as it permits

counterarguments to be addressed and stronger arguments to surface, and tools such
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' Conclusion 2 (c2)

______________

Figure 4.3 Illustration of argumentation-based proof-event ey .

as the APEC model can provide considerable aid in this procedure. It can be applied
by provers and interpreters to identify and distinguish arguable elements on others’
positions, but also on their own thinking. The design and implementation of such
learning environments can enhance the development of meta-cognitive activity and
creativity in mathematics [100].

To sum up, the historical road-map of proving in Mini-Polymath 4 can be ex-
perienced as a cooperative activity, connecting people with different backgrounds,
perspectives, and interests. At each point of the proving trajectory our APEC frame-
work illustrates the current state of the formal and informal reasoning in proving. This

creates a link between:

o the informal and social aspect in the natural mathematical dialogue during the

discovery of a proof; and

o the formal and computational aspect of abstract argumentation reasoning and

semantics.

The APEC framework adds an additional dimension and performs a significant role

in making these connections sufficiently detailed in a systematic and explainable way,
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demonstrating the applicability of argumentation techniques to mathematical proving

and thinking.

4.3 Historical Trajectory of Proofs

To illustrate a multi-agent mathematical proving over an extended period of time, we
present the famous Fermat’s Last Theorem — where many mathematicians contributed
to reach the outcome of the final proof — as an example of how their interactions
and contributions can be structured and formalized to depict the discovery and the
history of the proving, not only for agents that lived in the same time period but also
for agents that lived in different time periods.

This section can not present the whole sequence of such proof-events in detail, thus
some of these historical attempts (proof-events), that add in the validation of the final
proof of the theorem, were selected to demonstrate how argumentation is involved in
the search of a proof.

Fermat’s Last Theorem was formulated in 1637 by Pierre de Fermat, who stated
that there are no three distinct positive integers a, b, and ¢, other than zero, that can
satisfy the equation a” + 0" = ¢, whenever n is an integer greater than two (n > 2).
The statement of the problem marks the starting-point of a proof-event. Even though
Fermat claimed in the margin of his book Arithmetica to have proven this theorem: “It
is impossible to separate a cube into two cubes, or a fourth power into two fourth powers,
or in general, any power higher than the second, into two like powers. I have discovered
a truly marvelous proof of this, which this margin is too narrow to contain.” it actually
took 358 years and numerous attempts by many famous mathematicians and amateurs
to prove it until its final proof by Andrew Wiles in 1995. Thus, Fermat’s alleged proof
can not be included in the initial proof-event, since it was never communicated. Fermat
communicated the Theorem only for the cases n =3 and n =4 in his letters and gave a
solution for the latter. The statement of the problem marks the beginning of a sequence
of proof-events that evolved over a period of 358 years. This sequence of proof-events
was evolving over time, since many famous mathematicians and amateurs (agents)
were involved in various distinct proof-events that took place in different places and
times in their attempt to solve the problem posed.

The first attempts to prove the Theorem were proofs for specific exponents. The
case n = 3 was first explored by Abu-Mahmud Khojandi (c. 940-1000), but his attempt
has not survived (thereby it cannot be considered as a proof-event) and it is thought

to have been incorrect. Leonhard Euler gave a proof for n =3 in 1755 and for n =4
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in 1747, but his proof of the former case contained a basic fallacy [101]. Many other
mathematicians proved the theorem for n = 3 using various methods. Gabriel Lamé
(1795-1870) proved it for n = 7. In 1847, he communicated a proof of the theorem,
but it was flawed. Gabriel Lamé’s proof failed because it was incorrectly claimed that
complex numbers could be factored into primes uniquely. This gap was immediately
pointed out by Joseph Liouville [101]. In 1984, Gerhard Frey pointed out a connection
between the modularity theorem and Fermat’s equation, but Fermat’s Last Theorem
remained a conjecture. The Taniyama-Shimura-Weil conjecture, which was proposed
in 1955, was the method that led to a successful proof of Fermat’s Last Theorem, when
Andrew Wiles accomplished a partial proof of this conjecture in 1994 [102].

Wiles, after spending six years applying various methods that proved unsuccessful,
approached the problem in a new way. He decided to present his work in June 1993 at
the Isaac Newton Institute for Mathematical Sciences [102]. However, during the peer
review, it became evident that there was an incorrect critical point in the proof. Wiles
tried for almost a year to resolve this point, firstly by himself and then in collaboration
with Richard Taylor, but without success [18]. When Wiles was on the verge of quitting
his attempt, he experienced an epiphany, namely that the Kolyvagin-Flach approach
and Iwasawa theory were each insufficient on their own, but in combination they could
be strong enough to overcome this final barrier. In 1994, Wiles submitted two papers
that established the modularity theorem for the case of semi-stable elliptic curves,
which was the last step in proving Fermat’s Last Theorem [102].

This example illustrates the contribution of the agents in the process of proving.
Firstly, the central aim of the proving itself is to convince the rest of the community
about the justification and the validity of your approach. Moreover, the other agents also
contribute significantly in the procedure. A great number of people had to participate
in order to reach the initial goal, which was the proving of Fermat’s Last Theorem.
This participation presents itself in two ways, either as the rejection of someone else’s
attempt by pointing out a fault and/or inaccuracy (e.g., Liouville indicated Lamé’s gap
concerning complex numbers) or as the dialogue between cooperators in order to detect
and resolve weak or deficiently supported areas in the proving (e.g., Wiles asked for other
colleagues’ help, like Richard Taylor, whenever he came upon a dead-end or fault in his
attempt). Argumentation is more efficient in more interactive contexts, as they allow
for counterarguments to be addressed and stronger arguments to surface. An audience
with mainly homogeneous beliefs will generate fewer differentiated counterarguments,
making them easier to address. Thus, a mathematician has an advantage if they want

to ask for the assistance of a few colleagues in order to point out most of the possible
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counterarguments and resolve them in the final proof. By doing this, the proving
could be more convincing not only to these few colleagues, but probably to the whole
community.

The arguments and the counterarguments also play an essential role in the process
of proving, contributing equally in the building and the justification of the proving.
The warranted parts of the initial proof-events served as groundwork for subsequent
proof-events, while the counterarguments that point out the faults in those unsuccessful
proof-events open the way for better justified proof-events and in some cases draw the
interest of the mathematical community in new unexplored areas. Those incomplete
proof-events may add more or less to the proof of Fermat’s Last Theorem, but the
methods that were created with them lead to major discoveries and creation of new
fields in the era of Mathematics like the foundation of modern algebra. Discoveries that
are even more significant than the proving of the theorem itself and might have not
been made had it not been for the warranted proof-events and the counterarguments

which had emerged from the previous attempts of proving.

4.3.1 Modeling of Fermat’s Last Theorem

In the next part we present a brief illustration of this example through the levels of
argumentation.

Object level arguments - Fermat’s Conjecture

In the object level arguments, there is Fermat’s conjecture as the initial proof-
event (€permat), and his claim that he has a proof for this conjecture, without any

claim-counterargument (€%,,,,,;) that clearly opposes this conjecture.

Happens(eFermat’ t1637) N _‘attaCk(e}ermay t1637) — Initiates (eFermata fo, t1637)

First-level priority arguments - Proofs for specific exponents

In the first-level priority arguments, there are proofs for specific exponent n of
Fermat’s Last theorem by various mathematicians in different time points. For the
exponent n = 3(ep=3), Leonhard Euler (eg,.-) gave a proof in 1755, so we have:
Happens(epuier,t1755). Many other well-known mathematicians followed with equiva-
lent proofs that support the validity of the proof for n = 3. Each prover used a different

method (warrant) for proving the conclusion, so their proof-events are equivalent.
Support(ep—3,t;) — Equivalent(en—3,€;), for i =1,...,14

with:

i =1:(eBulers11707),% = 2 : (eKausler:11802),% = 3 : (€Legendre, 11823);
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i =4 (ecalzolari t1855),7 =5 : (€Lame,t1865),% = 6 : (eTqit, t1872),
i =T (eGunther:11878),):t = 8 1 (Gambioli: t1901),% = 9 : (€Krey,t1909),

i =10 : (eRryeniik>11910),7 = 11 : (€Stockhauss 11910), = 12 (€Carmichael s t1915);
1=13: (eThueat1917>7i =14: (eDuarteat1944)
So we have Initiates(en—3, f1,t1707)-

Happens(epuler,t1755) N Initiates(en=3, f1,t1755) N [-attack(e—z),ti) U
support(en=3,t;)| N (t17s5 < t;) — ActiveAt(en=3, f1,t;), for t1755 < t;

Similarly, for n=5 and n =17,

Support(en—s,t;) = Equivalent(en—s,€;), for i =1,...,10 with
J=1:(eLegendre:11825), 5 = 2 : (€Dirichiet, 11825),7 = 3 : (€Gaus,t1875),
J=4:(erebergue t1843),J = 5 : (€Lame,t1847),7 = 6 : (eGambioti>11901),

J =T (eWerebrusow>11905),J = 8 : (€Rychiik>11901),7 = 9 : (€Corput, t1159),
J =10 (eTerjanian t1987)

So, Initiates(en—s, f1,t1825)-

Support(en—7,t;) = Equivalent(en—7,¢e;), for k=1,...,5 with
k=1: (eLameat1839)ak =2: (eLebesguetatl&LO)ak =3: (eGenocchiat1876),
k=4:(epepin t1876),k =5 : (eMailiet t1897)-

So, Initiates(en—=7, f1,t1839)-

Fermat’s Last Theorem was also proved for the exponents n = 6,10, and 14.

Second-level priority arguments - Sophie Germain Germain tried unsuccess-
fully to prove Fermat’s Last Theorem for all even exponents, which was proved by Guy

Terjanian in 1977.

Clipped(‘fn:Qpa f2>t1831) : EleGermaila eGermail*, tla [Happens(eGermaila tl) n (t1776 <
t1 < t1g31) Nattack(eGermain®,t)] N [Pea, to( Happens(es, ts) — —attack(egermailx,t))],
for ti776 <t < t1823

ActiveAt(en=2p, f2,t1977) : Happens(eterjanian,t1977) — —attack(ererjanian*, t1977)

Third-level priority arguments - Lamé, Kummer and the theory of ideals
In 1847, Gabriel Lamé’s proving (erqme) failed because it claimed incorrectly that
complex numbers can be factored into primes uniquely. This gap was indicated instantly

by Joseph Liouville (€r;ouvilie*)-
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3eLame € Liowville*» t18ar|attack(e Lioyvitiex, t18a7) — ~conc(epame)] N (tigar <ty <
t2) N [ﬂeLameatQ(Happens(eLamea t2) — _'attaCk(eLioum'lle* s t1847))] —
Terminates(eLame, f3,12)

Kummer proved the conjecture for regular prime numbers (ereguiar) but not for

irregular primes (€jrreguiar). SO,

ActiveAt(ereguiar, f3,11893) : Happens(exummer,t1803) — attack(exummer*,t1803)
and
ekummer € Kummer*, 11893, t1[attack(e gummer*,t1) — 2conc(Cirreguiar)] N (t1893 < 11 <
tz)ﬁ
[Be kummer t2(Happens(exummer, t2) — —attack(egummer*,t1))] —
Terminates(eirregulara fl ) t2)

Fourth-level priority arguments - Connection with elliptic curves
The Taniyama-Shimura-Weil (TSW) conjecture was proposed in 1955, and it wasn’t

proved until 1994 when Andrew Wiles accomplished a partial proof of this conjecture.

Initiates(ersw, fa,t1955) : Happens(epsw,tigss) —
—attack(ersw *,t1955) U support(ersw,t1955),
Active At(ersw, f4,t1994) : Happens(epsw,t2) — —attack(epsw*,t1), for
t1955 < t1 <19 <t1994

In 1984, Gerhard Frey pointed out a connection between the modularity theorem and

Fermat’s equation, but it still remained a conjecture.

Initiates(eprey, fa,t1084) : Happens(ersw,tioss) —
—attack(eprey*,t1984) U support(eprey, t1984)

Fifth-level priority arguments - Andrew Wiles

Andrew Wiles presented his work in June 1993, but it became evident that there
was an incorrect critical point (ep;jes+) in the proving. Wiles tried to resolve this point
for almost a year, firstly by himself and then with the contribution of Richard Taylor,
but without success. Clipped(ew;ies, f5,t1994):

ewites: ewiles» t1, t2[ Happens(ewiies, t1) N (t1993 < t1 < t1994) Nattack(ewies+,t1)] N
[Bea, ta( Happens(erayior, t2) — —attack(ewies+,t1))] fort1ggs < ta < t1gos.

Finally, in 1994, Wiles submitted two papers that combined the Kolyvagin-Flach
approach and Iwasawa’s theory which was the last step in proving Fermat’s Last

Theorem.



54 Formalization of Mathematical Proving Practices

ActiveAt(ewiies, f5,t1994) : Happens(ewiies,t1994) — —attack(ewjest1994) N
Elabor@tion(QWﬂeSa SKolyvagin—Flach) N Elabor@tion(GWﬂes: Slwasawa)

Higher-order priority arguments - Fermat’s Last Theorem

The proof-event managed to deal with all the attacks, so:

ACtiU@At(‘?Wiles: fn; t1994) N _‘Terminates(eFermah fm t1994)] —
Valid(eFrermat, fn,t1994), at the time t1994.

Thus, Fermat’s Last Theorem is proved valid by Wiles, with the contribution of the
other agents that paved the way before him in this age-long sequence of proof-events.

Using the Web, proving can be experienced as a cooperative activity, connecting
people with various backgrounds, perspectives, and interests. The combination of
the Web, crowdsourcing, and structural communicative tools - such as APEC - can
bring about important changes in the practice of proving processes and thus in the

perception of proofs.



Chapter 5

Formalization of Ethical and Legal
Al Systems

The specified legal and ethical challenges posed by medical devices and robots should be
regarded within the framework of the wider societal impact of emerging technologies[103].
The scientists and the public are usually enthused by innovative technologies, but
there are also remarkable concerns as they pose dangers that are hard to foresee.
The fundamental disquiets are subsumed within four interconnected topics: safety,
appropriate use, capability and responsibility [103]. Safety and responsibility have
always been of importance to the engineers and enterprises who design and produce the
devices. Additionally, there is a necessity for a regulatory commission that evaluates
the capabilities of systems and confirms their use for certain activities, as well as
ethical theorists who question which tasks should be considered appropriate for medical
devices and robots[103]. There are different fields (robotics, Al, information technology,
neuroscience, etc.) that are applicable and can be used as a guidance to outline the
legal and ethical framework in the medical sector and especially for the novel area of
wearable robots.

Legal-Al models in the medical sector are often rule-based, where a legal text is
represented by rules that can express legal definitions, exceptions, arguments, and
deductions, and can provide explanations as audit trails of how a particular conclusion
was proved. Additionally, using logic to formalize a moral code, allows supervising
human agents to constrain agent behavior in ethically sensitive environments. Legal
and safety aspects constitute a major motive behind the development of explainable
AT systems, since the European Union cannot afford to deploy Al systems that make
unpredictable decisions, especially in the medical sector [51]. In this chapter, we

present: WeaRED (Section 5.1), an ethical decision-making system on Wearable Robots’
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data privacy; AMeDC and Medical Devices Rules (Section 5.2) models regarding
Medical Devices Regulation; and ExosCE regarding the regulation of exoskeletons
(Section 5.3). In these logic-based systems, any ethical or legal decision process that is
complemented by the machine can be understood, explained and re-enacted by humans.
Furthermore, the syntax of the language can be easily read and interpreted, facilitating

interdisciplinary understanding for the sake of non-technical experts.

5.1 Ethical Decision Making on Data Privacy of
Wearable Robots

This section showcases how MAPEC can be implemented to model logic-based ethically
correct procedures implemented in a medical decision-making scenario, by rendering
moral theories and dilemmas in declarative form for analysis [43] on wearable robots.
In this real world example, the systems describe the rules and events that engineer
the behavior of a wearable robot concerning the privacy and the consent of its user’s
medical data.

As autonomous artificial intelligent (AI) systems play a progressively prominent
role in our daily lives, it is certain that they will sooner or later be called on to make
significant, ethically charged decisions and act accordingly [44]. In recent years, the
issue of ethics in artificial intelligence and robots has gained great attention and many
important theoretical and applied results were derived in the context of developing
ethical systems [45]. But how could a robot or any Al agent be considered ethical?
Some of the requirements needed are a broad capability to envisage the consequences
of its own decisions as well as an ethical policy with rules to test each possible
decision/consequence, so as to choose the most ethical scenario [44, 104]. The challenge
is how we can guarantee that robots will always follow an ethically correct behavior as
defined by the ethical code declared by their human supervisors.

Academic research and real-life incidents of Al system failures and misuse have
emphasized the need for employing ethics in software development [44]. Nevertheless,
studies on methods and tools to address this need in practice are still lacking, resulting
in a growing demand for AT ethics as a part of software engineering [105]. But how can
Al ethics be integrated in engineering projects when they are not formally considered?
There has been some work on the formalization of ethical principles in Al systems [85].
Previous studies that attempt to integrate norms into Al agents and design formal
reasoning systems have focused on: ethical engineering design [106-109], norms of

implementation [110, 111], moral agency [112, 113], mathematical proofs for ethical
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reasoning [44], logical frameworks for rule-based ethical reasoning [114—116], reasoning
in conflicts resolution [117], and inference to apply ethical judgments to scenarios [118].

One of the categories of Al ethics is Ethics by Design, which is the incorporation of
ethical reasoning abilities as a part of system behavior, such as in ethical robots [105].
Assuming that an Al agent can be capable of ethical agency, the purpose is to enable
AT agents to reason ethically [85]. This includes taking into consideration societal and
moral norms; ordering the respective priorities of norms in various contexts; explaining
its reasoning; and securing transparency and safety [119]. These systems are often
established with the purpose of assisting in ethical decision-making by people, by
identifying the ethical principles that a system should not violate [85].

Moral reasoning is a key issue in Al ethics, and computational formal proofs are
perhaps the single most effective tool for determining credible and trustful reasoning [85].
This work attempts to implement the Moral extension of the Argumentation-based
Proof-Event Calculus [89] (MAPEC) by integrating the ethical framework from [85]
and the moral competence from [88] to develop a formal representation of ethical
scenarios and integrate moral norms and concepts.

The implemented use case includes ethical considerations relating to the data
privacy of wearable robots (WR). The case study in this section describes the desirable
ethical behavior of WRs concerning access to a user’s data. It discusses how code in
robotic architecture affects data and privacy, and why such issues should be considered
from a formal verification perspective [46].

For the realization of this effort, the objectives are:

to formalize what it means for a system’s decision-making to be ethically correct;

» to provide a logical specification according to which the system can be built and
checked;

« to implement MAPEC in ethical logic-based decision making;

« to illustrate a case study concerning data privacy of WRs to indicate how such

an ethical framework can be implemented in computational systems.

Moral Argumentation-based Proof-Events Calculus (See section 3.2) is a framework
to help stakeholders in various Al projects build an ethics road-map in a methodical
way. This framework can present ethics foresight early in the deployment procedure,
rather than implement it as an auditing or assessment tool. There are three main
stages in this procedure which involves the interaction of three aspects (agents, ethical

principles, and contexts):
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Data
Privacy &
Consent

Logic Wearable
Programming Robots

WeaRED

Ethical
Scenarios

Figure 5.1 Elements integrated in implementation of the use case WeaRED.

1. identify the normative frame and the agents;
2. discover the ethical events and rules; and

3. prioritize the ethical rules to define the order of scenarios.

In order to better illustrate the procedure, we present a fictional use case of a WR and
its privacy dilemmas to demonstrate how it can be applied.

The growth of WRs market (it is expected to record a CAGR of 22.17% over
the period 2020-2025 [120]) makes it essential to regulate unique privacy challenges
that should be addressed, concerning data gathering [121, 122], transfer protocols,
standards for consent and exceptions [123], etc. This implemented use case considers a
method for developing verifiable ethical mechanisms for WRs’ data privacy [124]. This
system, which will be named Wearable Robots’ Ethics of Data (WeaRED), presents
a (minor) list of related ethical challenges to outline possible implementations of the
above-described formal theoretical framework (See Figure 5.1). The ethical policy is
given by comparing the challenges in terms of how unethical it is to violate them [85].
The ethical scenarios are context-dependent refinements of the ethical policy.

In the initial stage, the primary goal is to identify the scope of the ethics analysis and
set the scene by identifying the primary normative frame and the key agents involved.
For example, this use case outlines how an outcome of a data-driven algorithm from a
WR is intended to be used, which group of agents may interact with the robot’s user,
and what the ethical rules deriving from their potential access in user’s data are — in

our case, doctors (Rgoc), family (Rfqp,), coworkers (Reow), or strangers (R ).



5.1 Ethical Decision Making on Data Privacy of Wearable Robots 59

A list of top ethical principles important for data access should be included, such
as informed consent (c1), privacy (c2), and safety (c3). These ethical values are

“communicated” through the following ethical events:
« e1 = Share personal data with consent,
e e9 = Don’t share personal data,
e e3 = Share personal data without consent,

with e; =eg and e; > e3, for i =1, 2.

In the second stage, the framework starts to delve deeper into the analysis by
conducting an exploration of agent’s ethical events and the ethical rules in the different
contexts. This step identifies what kind of risks and violations are applicable to the
primacy stage. WRs are unique in that they are attached to the user, employing many
sensors that collect data from brain waves, muscle movement, heart rate, temperature,
and so on [125]. This data is collected and processed on board. The possibly beneficial
or problematic operations that are related to the data generated and conducted by the
WR might improve care delivery and the user’s WRs’ experience, but might also lead
to exceptionally dangerous situations [125].

For instance, under regular circumstances, such systems are expected to fulfill their
decisions within a prearranged ethical framework of rules and protocols. The general
principle of data procedures is [126]: “The explicit and informed, written or recorded
consent of the data subject is mandatory for the disclosure, process or transmission of
personal data.” However, in exceptional scenarios, they may choose to disregard their
basic goals or break rules in order to perform with an ethical behavior, e.g., to save
the user’s life. Based on technical guidelines for medical data security [123, 127], there
is an exception on this general condition stating that: “In medical emergencies, where
the data subject cannot give consent as in the case of an incapacitated person, on fully
regaining his faculties the data subject must be able to withdraw any consent given in
his behalf.”

However, we need to ensure that this may happen only for justifiably ethical reasons
based on how critical the condition is, which in different time points can be regular
(t1), of middle risk (t2), or dangerous (t3). When the WR determines that its user is
in danger it requests new scenarios from the ethical policy, since the current one (i.e.,
not share any data without consent) is no longer valid. The ethical guide can produce
scenarios based on consistent emergency contingency protocols. In each case we have
a different ethical policy. In this case the WR should evaluate the possible feasible
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scenarios and decide its actions (e.g., whether the WR should bypass the consent that
should have been given by the user and decide who should be given access to the data
based on the choices of those close to them), leading to the third stage.

In the final stage, the ethical scenarios from the previous stage are prioritized based
on the various contexts. In our case study we have a user that wears a supportive WR
in their daily activities, which includes a visit to the hospital to check their condition
and the condition of the WR. («), going to work (a2), staying at home (a3) or going
outside (a4). In emergency conditions, if a doctor (or, in exceptional scenarios, any
bystander) cannot access the data, this can delay important medical decisions and
potentially harm the health of the user. We suppose that the system has an emergency
function that takes over when the personal health data of the user are indicating
that the person is in danger (i.e., that the user is unable to provide consent so as to
share the data necessary for others to provide them assistance), and it evaluates the
context-based scenarios created. For example, under regular circumstances the WR
should not share personal medical data with a stranger, but if the user is in a situation
that his/her life is threatened, it is ethically permissible and preferable to share the
necessary information with whoever is near rather than decide to protect the data
instead of the user’s life. We propose the general order, Rgoe > Rtam > Reow > Rstr
with R; > R; meaning that it is less unethical to violate the ethical values referring to
R; than R;, and thus preferable if there is no other ethical choice.

The different scenarios are presented in Table I to show how the different parameters
(i.e., health conditions and potential agents with whom data could be shared) are
related to each other in various context-based scenarios.

To create a computational prototype of this use case, ethical reasoning was integrated
into the logic-based PSOA RuleML programming language [128] to illustrate how this
ethical thinking can be formalized. PSOA programs may perform deductive reasoning
on their atomic beliefs as described in their PSOA-style reasoning rules [128] which
can indicate that the agent deduces that everything is normal, namely the “regular”
condition, if it is not the case of “emergency” situation (inferred from users’ health
data). Otherwise, in “dangerous” conditions an agent needs to identify that deduction
should be applied to deduce supplementary scenarios and decisions rather than the
“regular” one. Based on the above, an agent (i.e., the WR) should: assess the level
of ethical rules in order to come up with scenarios annotated with ethical principles;
identify the available scenarios when the “regular” scenario cannot be executed; select

the most ethical scenario from the available set.
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TABLE 1. CONTEXT-BASED SCENARIOS IN “WeaRED”

Dangerous (t3)

ondition | pegular risk (t;) Middle risk (t)
Agent
a; ai
Ruwe support(e;,t;) = c,, | support(ey, t;) = c,,
i=1,2,3,4 i=1.4
t(es, ty) 3
support(e;,t1) = cy, &
R PPOTHEL ) & | support(es, &) S c,
am suppOl‘.t(ep t) =, i=1..4
i=1,3,4
support(e;z,t;)
a; as
Rey  |SUPPOrt(es,t1) =c, B
i=1..4 support(e;, tz) = ¢,
1=1,2,4
a; a;
Rstr support(ell tl) = Cl’ support(e1, tZ) = Cl’
i=1.4 i=1..4

a
attack(eq ,, t3) = ~cj,
i=1.4

a;
support(es, t3) = cs3,
i=1.4

Higher(V;) = {e|e
€ V: 33
= ez}

with
Higher(Vy)
> Higher(V;)
> Higher(V,)
> Higher (V)

The code fragment in Figure 5.2 encodes the scenarios where the WR might need

to share data (or not) with a coworker. In this fragment, scenario VCyg3 refers to

emergency cases where the WR does not have the option to share the data in a “higher’

scenario (e.g., with a doctor), while scenarios VCpn1,V Cpg are more “regular” scenarios

where the WR is either not permitted to share personal data with a coworker or is

only permitted to share data with the user’s consent. Generally, scenarios referring to

coworkers are preferred only if the option of a doctor or a relative is not available. In

this ethical approach, the parameter of the user’s preference can and should be taken

into consideration when programming scenario priorities. The computational scenarios

of the other agents can be similarly formalized.
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%$WeaRFED implementation in PSOA RuleML
%Data Privace of Wearable Robots

%Ethical Policy - Rules Coworker (Rcow)
:Support {:DataToCoworker :Consent) :-—
And(:Condition{:MiddleRisk)
! :Context {:Work)}

:Support {:DataToCoworker :MoAccess) :-—
Or (And{:Condition{:Regular)
{:Context{?c}))}
2nd{:Condition(:MiddleRisk}
§~:Context(:Work))

:Attack{:DataToCoworker :WithoutConsent} :-
And{:Condition{:Dangerous)

:Context {:Work})

—:58hare(:DataToDoctor :withoutConsent)
—:5hare({:DataToFamily :withoutConsent)}

%$Scenarios Vc
:Scenario(:VC :N1l}) :- :Support(:DataToCoworker :Consent}
:Scenario{:VC :M2)}) :— :Support(:DataToCoworker :NoRAccess)
:Scenario(:VC :N3} :— :Attack{:DataToCoworker :WithoutConsent}
% Scenarios priority order
:ScenarioViolate (:VF 2?n) :— —:ScenarioViolate{:VD ?n)
:ScenarioVioclate {(:VC 2n} :—
Or {(—:8cenarioVioclate (:VF ?n)

—:ScenarioViclate (:VD 2?n})
:ScenarioViolate {:VS 2?n) :- —:ScenarioViclate{?v 2?n)

Figure 5.2 Code Fragment of the Data Privacy of Wearable Robots (Coworker).

This creates an ethical knowledge base as follows:

o A data base is introduced consisting of a set of ethical rules, creating ethical

scenarios in a variety of levels.
e A priority between the scenarios is defined.

o If no (more) ethical scenarios are available for a purpose, the different levels of
ethical rules are generated through a context-based ethical policy which annotates

the scenarios with ethical rules that risk violations.

o In selecting plans, we prioritized those that are most ethical (according to the

order <), leading to the final decision-making.

We attempt to establish that an ethical policy can be applied to a robot agent in
such a way that dedication to the policy can be formally verified and therefore ensured

that the robot will always choose the most ethical decisions.
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5.2 Legal Decision Making on Medical Devices Reg-

ulation

Based on the Global Medical Device Nomenclature Agency', there are more than 2
million different types of medical devices on the world market, with this number growing
constantly. The global medical device market is forecast to grow at a Compound Annual
Growth Rate (CAGR) of 4.5% from 2018 to 2023 [129] with an increasing market
demand. It is expected that there will be a significant rise in remote monitoring,
patient-managed diagnostic devices, smart wearable or implantable devices, e-health
applications for smart phones, devices with nano-scale or 3D manufacturing, and
other state-of-the-art technologies. This growth requires from companies to remain
antagonistic in a global market and launch innovative medical devices products [130],
which will need to be proven and verified according to the relevant regulations. Medical
device companies are more than interested in learning how to deal with and automate
the internal processes of pre-market approval paperwork and secure that regulatory
submissions are thorough and on time [131].

One of the main benefits of legal-Al applications — such as the use cases presented
in the following sections — is that they can aid manufacturers during the licensing
process to obtain the CE conformity mark. Furthermore, they can benefit stakeholders
(i.e. regulators, manufacturers, importers, distributors, wholesalers, medical experts,
etc.) in a variety of ways, since they can help them comprehend the required steps and
save some time avoiding the labor-intensive procedures, as well as failures and fines.
Other problems these use cases attempt to resolve is the communication gap between
technical and non-technical stakeholders to ease the interdisciplinary understanding
between roboticists, medical, and legal experts. Moreover, they can contribute in
the automation of conformity assessment checking for the CE marking with an audit

rule-based system. The main objectives of chapters 5.2 and 5.3 are:

« to explore the medical regulatory frameworks and provide a brief overview on

the directives and the emerging international safety requirements;

« to develop a computational rule format of the core parts of Regulations to form

a knowledge base;

» to present example case studies on commercializing medical products;

thttps://www.gmdnagency.org/


https://www.gmdnagency.org/

64 Formalization of Ethical and Legal Al Systems

e to test the accuracy, interpretability, and reliability of the developed computa-

tional models with queries (permitting validation by humans);

o to create a basis for computational guidance, aiming to assist stakeholders in the

legal compliance procedure for CE mark.

The presented generated prototypes can only supplement the conformity assessment
and registration of medical devices and exoskeletons by legal experts — they are
instructive computational systems of the related European regulations for stakeholders,

rather than expert knowledge items.

5.2.1 An overview of Medical Devices Regulation 2017/745

Regulation (EU) 2017/745 [132] of the European Parliament and of the Council
of 5 April 2017 on medical devices presents a framework of risk-based classification,
leading to risk-appropriate CE-market requirements. The classification criteria for
the four classes below are described with 22 rules in the form of moderately controlled
natural language and are grouped based on kinds of devices, i.e. non-invasive, invasive,

active, and medical devices with special rules (Annex VII of the Regulation).

Class I - Generally regarded as low risk devices, e.g. bandages, stethoscopes.

Special cases in Class I are the following:

Class Is - For sterile medical devices.

Class Im - For medical devices with measuring function.
Class Ila - Generally regarded as low-to-medium risk devices, e.g. hearing-aids.
Class IIb - Generally regarded as medium-to-high risk devices, e.g. ventilators.
Class III - Generally regarded as high risk devices, e.g. prosthetic heart valves.

Manufacturers of medical devices will need to state the classification of their products
(Annex VIII of the Regulation).

The CE marking (“CE” is an abbreviation of “Conformité Européenne”) on a
medical device is a declaration by the manufacturer that the device complies with the
necessary class-based conformity requirements for obtaining the CE marking that are

listed in the following (see also Figure 5.10):

o Conformity Assessment & Technical File of the Medical Device - Annex VII
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e Appointing a European Authorized Representative (EAR), Article 1 par.2

o European Competent Authorities (ECA), Article 14 for Class 1

» Notified Body Involvement for Classes Im, Is - Annex V, Article 3 parag.1.

o Quality Assurance from a Notified Body for Classes Ila, IIb, III

« Type examination from a Notified Body (NB) for Classes IIb, ITI - Annex III

o Design Dossier Certificate in Full Quality Assurance for Class III - Annex II,
parag.4

Unique Device Identification (UDI) is a series of numbers that enables the
tracing of the manufacturer, the device and the unit of device production. The UDI
system offers a reliable and standard way to identify medical devices during their
distribution by health care participants and patients [132, 133]. According to the UDI
directive, manufacturers are accountable for ensuring complete traceability for their
medical devices.

The new Regulation includes some critical changes, aiming to ensure that all

medical devices on the market in the EU are safe and efficient:

1. The definition of medical devices is broadened, so that a wider set of products
will now fall within the scope of the Regulation. According to the new regulation,
the definition of medical device (see [132, Article 1 (2) (a)]) is extended from
the definition in the previous regulation to include software (e.g., smart devices
apps), nanomaterials, devices not intended for medical purposes (e.g., wearable
robots/technology), and other devices covering the demands of state-of-the-art
technologies [134, 133].

2. The transparency and accountability of all suppliers in the medical devices sector
is enhanced, by creating Eudamed — a European Databank of medical devices —
and by requiring UDIs for each device, which can provide an audit trail of the
device’s progress through the supply chain (e.g., helping to detect counterfeit

devices).

3. Market and post-market surveillance is enhanced and so are requirements for
Notified bodies. In addition, manufacturers must have at least one appropriately
qualified person (European Authorized Representative) responsible for regulatory

compliance.
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Through a more comprehensive and transparent regulatory framework, the EU
Medical Devices regulation is aiming to enhance safety and quality in market while

incentivizing innovation in the field.

5.2.2 Medical Device Regulatory Classification with Argu-

mentation

Argumentation has its roots at the time of ancient Greek philosophers and has come
a long way all these years with the models and techniques that have been developed
so far, and still are in a process of rapid evolution [135]. Argumentation has been
implemented as a method of addressing complex information and draw conclusions by
searching for the requirements that make an argument sound [136]. Over the last two
decades there has been an ever increasing interest in the application of argumentation
methods to fields in Al [70] to analyze and solve practical problems producing real-world
applications [137]. Therefore, argumentation has been used to deal with problems
with the purpose of making decisions related to the context of the application in
several different domains, including the legal and healthcare domain. In the legal
domain, argumentation can be implemented to automate legal guidance [138, 139]
and to express and analyze regulations [140] and/or legal problems [141], while in the
healthcare domain it can be used for medical diagnosis [142, 143], medical treatment
recommendation systems [144], aggregation of clinical evidence [145], or clinical decision
support services [146]. Furthermore, argumentation systems can be accountable for
their decisions with explainable outcomes to people, an element that is now mandated
by law in Europe [70]. The need for trust and explainability in Al-made decisions is
also important for the business sector where any faulty decision can lead to significant
financial losses.

Gorgias is an argumentation-based framework that combines the ideas of preference
reasoning and abduction, and Gorgias-B is a present-day tool for the development of real-
life applications. The authoring tool of WebGorgiasB is an on-line implementation of the
Gorgias-B system aiming to help people with limited knowledge of logic programming
and/or argumentation to build decision-making systems.

Some of the features that make the Gorgias argumentation framework suitable for
our implementation are that the application requirements can be obtained and exported
on a high-level, akin to the natural cognitive level of medical and legal experts, thus
eliminating the need for programming or other technical knowledge [70]. Furthermore,

they can be improved or adapted to new requirements in a highly modular way, to
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incorporate any future modifications or extensions [147]. Another critical advantage of
argumentation systems is that they allow their proposed decisions to be accountable
and explainable to humans [140], an important factor in both the legal and medical
sectors.

Various real-life medical and/or legal applications problems have been studied
within the Gorgias argumentation framework. In the area of Medical Informatics, there
are several applications of Gorgias: a system concerning the medical actions needed
to determine the seriousness of Deep Vein Thrombosis [148]; home services for people
suffering from Alzheimer’ [149]; and a system for a first level support in an eye-clinic
by analyzing patient symptoms [70]. A system similar to our approach, combining
legal and medical concepts implemented in Gorgias, is MEDICA [140]. MEDICA is
a system that aids in deciding whether a certain person can have access to sensitive
medical personal information, based on a) identity (i.e., the patient, a doctor, a relative,
etc.), b) the reason for access (i.e., research, therapy, medication, etc), and ¢) whether
additional support is provided (i.e., hospital order, owner’s written consent, etc.) [147].
Hence, the Gorgias argumentation framework is suitable for dealing with medical and
legal problems—Ilike the presented case of regulatory medical devices classification—and

developing real-world applications.

Gorgias Argumentation Framework

The approach of our application is based on the preference-based argumentation
framework of Logic Programming [150, 151], implemented in Gorgias. Gorgias is a
structured argumentation framework, where arguments link a set of premises with a
conclusion through Modus Ponens. Hence, an argument A is a set of argument rules
that links the premises (usually provided as facts) with the conclusion, represented
as Premisest>Conclusion [70]. In the application context, the premises are typically
describing a scenario with a set of conditions and the conclusion is an option. Gorgias
is a preference-based argumentation framework where we can express conditional and
higher-order preferences over arguments, by using priority arguments to express a
preference where the conclusion is of a special form, a; > a2 (a1 and ag are any two
other argument rules). For the acceptability of arguments, the Gorgias framework uses
the semantics of arguments that support options leading to conclusions that comply
with the specifications of the problem representation.

In general, application problems that can be addressed with argumentation are
decision-making problems. The decision-making application formulated in this section

consists of the following features [70] (see Figure 5.9):
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« Options: A set of the results/solutions of the decision-making problem, indicat-
ing what course of action to take, e.g., which class should a medical device be

assigned to.

» Scenario Information: A set of relations that are used to define (to some
extent) the possible circumstances of the application environment (e.g., scenarios
describing the different characteristics of medical devices), expressing the various
kinds of information that can become available from the environment to resolve

specific cases of the problem.

¢ Scenario-based Preferences: The principles or rules under which the solutions
of the problem should be requested, described by a set of tuples < 5;0 > of
scenarios, S, together with the analogous subset, O, of options in the scenarios

S.

To express the scenario and scenario-based preferences of an application and to
relate and organize their requirements, there are two essential notions [70]. First, if
we are given a scenario S and an extra scenario information C then we can extend
the original scenario S to a new scenario S’ = SUC. Note that because more extra
scenario information can be added leading to a new different scenario each time, we
should define the hierarchy of the resulting scenarios on different levels, starting with
the minimum point of the initial scenario and advancing as new information expands
the initial scenario. Second, we can combine two initial scenarios S, and Sj to create a

new composite scenario that will include the combined sets. More formally:

Refinement of scenario S: An expansion of scenario S with further scenario infor-
mation C to provide a more refined description, expressed as S’ =SUC. A

hierarchy of scenarios can be advanced from several refinements, represented as
Sk(1,2,...,n), where S' = S and S* =S¥~y CF.

Combination of scenarios S, and Sp: A new scenario resulting from the set union

of two (initial) scenarios S, and Sy, represented as S = Sq U Sp.

Gorgias Example of e-Medical Compliance Assistant
In this section, we present the basic theory of applied argumentation which can be
used for real-life compliance problems, as in the case of the MDR. In order to illustrate

the high-level description of an application problem, let us consider a simple example
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where we want to capture the guidelines of a human manufacturer for an e-medical
compliance assistant”.
The set of options in this problem is which class to assign their product to based

on MDR; thus this set contains the following options:

OPTIONS ={class(i),class(iia),class(iib), class(iii) }

The problem is to decide which class option to choose. We assume that the
manufacturer wants to classify it as a non-invasive product. Our user has been
informed that all these options are enabled with the minimum scenario information of

medical device “kind” (i.e., “noninvasive” for our example).

SPl= <S,1 = {/{:ind};Oi{class(i),class(im),class(iib),class(iii)}>

We will state that these options are enabled or available in the basic scenario S ,i The
manufacturer should then identify the characteristics of the product in these enabled
options depending on different additional scenario information, which is enough to
express a substantial preference for the class.

Let’s assume, for example, that the use of the product is used for “channelling or
storing blood, body liquids, cells or tissues, liquids or gases for the purpose of eventual
infusion, administration or introduction into the body” [132] which can have three

possible classifications options (i.e., class I, class Ila, class IIb).

Sszju =< S,%,u = S} U {use(chanellingOrStoring)}; O,%’u
= {class(i),class(iia),class(iib) } >

The manufacturer should then specify the specific “case” to which the medical
device belongs. For example: the product can be “connected to a class Ila, class IIb or
class I1I active device”; it can be “intended for use for channelling or storing blood
for storing organs, parts of organs or body cells and tissues”; it can be “intended for
use for channelling or storing blood for blood bags”; or any other case not previously
referred to.

»”

2In the example presented, the letters k,u, ¢ are used as abbreviations for the words “kind,” “use,
and “case” expressing the three levels of argumentation in the scenarios as also shown in Figure 5.9.
The levels of argumentation are also indicated by the numbers 1,2,3, (e.g., S,iu means “level 2”7 and
medical devices characteristics “kind” and “use”)
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These additional cases may be captured in further scenarios, which are refinements

of scenario S,% 4> in the same way that S,% ., is a refinement of the initial scenario S ,1
3 3 2 .3 _ ;
Sk,u,q =< Sk,u,q = Sk,u U {(D}’Ok,u,c - {CZCLSS(Z)} >

Sg,u,cz =< S%u’(jz = S;%’u U {case(connectedWithAD)}; O,?f’%c2 = {class(iia)} >
S}j’uyc‘g =< Sgu’% = S,%’u U{case(forStoringOrgans)}; Og,u,az = {class(iia)} >
Sl%,u,a; =< S]‘:’7u7c4 = S,iu U {case(forBloodBags)};0%7%04 = {class(iib)} >

From these scenario preferences, we can form a Gorgias Argumentation Framework.

The structure of the object-level argument is:

So, a set of object-level arguments, enabling their corresponding options consists of
a(class(i)) = {class}>class(1)

a(class(iia)) = {class}>class(iia)
a(class(iib)) = {class}>class(itb)

and

a(class(iit)) = {class}>class(iii)

Thus, given further scenario-based preference statements, we can generate priority
arguments for decision-making. For example, SP? in our example can be expressed by

the priority argument rules:
Pes, = {case(forBloodBags)} > (a(class(iib) > a(class(i))

Pey, = {case( forBloodBags)} > (a(class(iib) > a(class(iia))
and
Pey. = {case(forBloodBags)} > (a(class(iib) > a(class(iii))

We see that we can develop a systematic translation of scenario-based preferences,
where successive refinements of a scenario give priority rules at a higher level. An appli-

cation problem description in terms of scenario-based preferences can be automatically
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transformed into a Gorgias argumentation theory, which we will discuss in the next

section.

Gorgias-B

Gorgias-B was developed based on the Gorgias framework, generating automatically
the corresponding Gorgias code and aiding in the acquisition of expert knowledge
with scenario-based preferences among the options. Gorgias-B allows an automatic
translation of the high-level scenarios into Gorgias software code with a user-friendly
interface. One main advantage of this approach is that the application scenarios
provided by the domain expert, e.g., medical expert, lawyer, etc. can be carried out at
a high-level familiar to them, without requiring knowledge of the technical specifications
of argumentation [140].

With the utilization of table formalism, it enables even users with no background in
argumentation to easily define their scenarios with their options. However, they need to
be familiar with Prolog-like logic programming development used in the argumentation
method. The domain expert can structure the guidelines/policies using the simple
structure of a table (see Table 5.1), where columns represent options and rows represent
scenarios. The table formalism [70] can be implemented with the WebGorgiasB®
authoring tool, an online implementation of the Gorgias-B system, and/or with the
Gorgias Cloud Service! that offers Argumentation as a Service (AaaS) (see Figure 5.3).

In the Argumentation-based Medical Devices Classification (AMeDC) implemen-
tation, we used WebGorgiasB because we considered it more straightforward and
user-friendly, enabling even people with no knowledge of logic programming or argu-
mentation to develop argumentation-based systems. However, if one wants to execute
their system in Gorgias Cloud as well, WebGorgias-B allows one to generate their own
code from the Execution tab by pressing the “Explore All Options” tab. Then, from
the advanced view, one can copy the code from the Prolog tab and paste it in Gorgias

Cloud.

Argumentation-based Medical Devices Classification in Gorgias-B

Legal-Al models are often scenario-based, where a legal text is represented by scenarios
that can express legal definitions and exceptions while at the same time providing ex-
planations as audit trails [47]. Thus, argumentation scenarios can provide classification-

focused expressiveness in applications concerning legal policies and auditable procedures.

Shttp://gorgiasb.tuc.gr/WebGorgiasB.html
4http://gorgiasb.tuc.gr/GorgiasCloud.html
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Figure 5.3 Screenshots of Web Gorgias-B authoring tool and Gorgias Cloud Service.

In this section, we describe the real-life system of AMeDC implementing argumentation
theory through the Gorgias-B system.

This application concerns the development of a system that can provide the clas-
sification of a medical device by analyzing the characteristics of the specific product
in accordance with the Rules in Annex VIII of MDR. An Al-based decision-making
support system can assist manufacturers as well as legal experts to make a preliminary
classification in order to plan the following required CE marking Conformity Assessment
procedures for the marketability of the product.

In the natural language text of the MDR, there is no grouping of medical devices
belonging to the same class (e.g., Class I), nor an explicit division of the several cases in
each rule. A knowledge schema is needed for the computational presentation. The orig-
inal 22 rules are illustrated with additional tree diagrams based on their distinguishable
characteristics. Subsequently, these diagrams form classification scenarios.

Figure 5.4 illustrates the tree diagram of the classification scenarios connected to
the first four rules of MDR (i.e., rules for non-invasive medical devices, which will
be used as a representative example for the rest of the section). This figure presents
the four rules of non-invasive devices with their sub-cases below them, while the red
numbering refers to the numbering” of the classification scenarios pointing to the MDR
class that this scenario/sub-case belongs to. The first rule of MDR is the initial general
scenario (S1 1) and states that “All non-invasive devices are classified as class I, unless
one of the rules set out hereinafter applies”, thus classified as “class 1.” Each of the

rules “hereinafter” describe the sub-cases of the non-invasive medical devices and their

5The first number refers to the rule and the second number refers to the sub-case, i.e., S 3 means
scenario of rule 2 and sub-case 3.
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exceptions connected to the class that they belong to, creating refinements of the

initial scenario S1 1. The rest of the tree diagrams can be found in Appendix .2.

Rule 4
ContactInInjuredSkin

a)MechanicalBarrier

Non-
Invasive
Devlices
| | ] |
Rule 1 A Rule 3
1 1~>Class I ChanellingOrStoring T St
- 2_1~>Class I
|
| | |
a)ConnectWithAD b)ForStoringOrgans c)BloodBags | a)Implantation |
2_2~>Class Ila 2 3~>Class lla 2_4~>Class IIb 3 1~>Class IIb

b)Filtration
3 2~>Class Ila

4 1~>Class I

' b)UsedPrincipally
4 2~>Class IIb

c)InVitro
3_3~>Class III

| c)ManageMicroenvironment
4 3~>Class Ila

Figure 5.4 Diagram of the rules categories for non-invasive devices.

In Gorgias-B, a decision-making application is defined as the process of selecting
the best option out of a set of available options [137]. In our application, the options
are the risk-based classes of medical devices as defined in the MDR. Options are
presented by predicates of the form: class(numberO fClass). Hence, the options are

the following:

OPTIONS ={C} = class(i),Ca = class(iia),
C3 = class(iib),Cy = class(iii) }

For demonstrating the AMeDC system, we will illustrate some sub-cases of non-invasive
medical devices that belong to different classes from the set of options.

The information for the different scenarios consists of observable characteristics at
various levels, such as the general grouping of the medical devices, named “kind” (e.g.,
nonlnvasive), the main usage of the device, named “use” (e.g., modifying composition),
and the “specific case” of usage (e.g., in Vitro) (See also Figure 5.9).

Then, scenario-based preferences (SP) are set in order to define the selected

options in each scenario. These are expressed using the syntax’:

—< Slevel .Olevel >

scenario’ ~ scenartio

S Plevel

scenario

6The notation follows the table-based argumentation theory [70].
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For example, the scenario-based preference of the first level can be depicted as:
SPl =< Sl = {true};Ol ={C1,C,C3,C4} >

The scenario-based preferences are provided by the respective part of the MDR, and
since it constitutes a legal decision-making policy, the options are specific and fixed
for each category of medical device. An argument A consists of a set of one or more
argument rules, represented as Label = Arguments > Option. The scenarios and the
scenario-based preferences of the first two Rules of MDR for non-invasive medical
devices with their sub-cases and the corresponding classes are described below, to show

how to link a scenario-based preference to arguments generation:

SP, 1=<51 1=51UA; 1 ={true}U{noninv};0; 1 ={Ci} >
SPy 1=<82 1=51 1UAy 1 ={nonlnv}U{chanStor};0y 1 ={C1} >
SPy 9=<S3 9=2955 1UAy 9 ={nonlnv,chanStor}U{withAD};Os o= {Cs} >
SPy 3=<S53 3=>952 1UAy 3= {nonlnv,chanStor}U{storOrg};Oy 3={Cs} >
SPy 4y=<89 4=55 1UAy 4 ={nonlnv,chanStor}U{bloodBag}; O 4= {Cs} >

A table formalism can be used to capture the problem specifications and then a
basic algorithm can be implemented to create code for refined scenarios (after more
specific contextual information has been added) [70, 147]. Based on the table formalism,
Table 5.1 illustrates the scenarios of the first four Rules of MDR.
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Table 5.1 Example of Medical Devices Classification for Rules 1,2,3.

Medical Devices Classification Subset
Scenarios Class I | Class Ila | Class IIb | Class III
S1 1= {nonInv} X
So 1 = {nonInv,chanStor} X
Sa 92 ={nonlInv,chanStor,withAD} X
Sa 3 ={nonlInv,chanStor,storOrg} X
So 4 = {nonInv,chanStor,bloodBag} X
S3 1 = {nonInv,modComp,implant} X
S3 9 = {nonInv,modComp, filtr} X
S3 3 = {nonInv,modComp,inVitro} X
S4 1 ={nonlInv,continjSk,mechBarr} X
Sy 2 = {nonInv,continjSk,used Princ} X
Sy 3 ={nonInv,contInjSk,manMicr} X

The corresponding code of Table 5.1 is presented below, while the rest of the code

can be found on Appendix .2.

% Rule 1

<1 1, {nonlInvasive}, class(i)>

% Rule 2

<2_1, {nonlInvasive, chanellingOrStoring}, class(i)>

<2_2, {nonlInvasive, chanellingOrStoring, connectedWithAD}, class(iia)>
<2_3, {nonInvasive, chanellingOrStoring, forStoringOrgans}, class(iia)>

<2_4, {nonlInvasive, chanellingOrStoring, forBloodBags}, class(iib)>

% Rule 3
<3_1, {nonInvasive, modifyingComposition, implantation}, class(iib)>
<3_2, {nonlInvasive, modifyingComposition, filtration}, class(iia)>

<3_3, {nonlInvasive, modifyingComposition, inVitro}, class(iii)>

% Rule 4
<4 1, {nonlInvasive, contactInjuredSkin, mechanicalBarrier}, class(i)>
<4 2, {nonlInvasive, contactInjuredSkin, usedPrincipally}, class(iib)>

<4 3, {nonlInvasive, contactInjuredSkin, manageMicroenvironment}, class(iia)>
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Figure 5.5 illustrates the basic concepts of the argumentation approach connected
to the specific application of AMeDC. In the center of the figure we have an example
of Gorgias code referring to scenario S3 3, which is associated with the relevant
argumentation concepts from above and the relevant MDR concepts from below. More
specifically, number 3_ 3 refers to the specific argumentation scenario S3 3, and in
addition it refers to rule 3 of MDR and its sub-case 3. Then, the scenario specifications
express the various characteristics of medical devices required to ‘resolve’ the specific
cases of the classification problem. Each scenario can describe up to three levels of
characteristics (i.e., kind, use, and specific case, as in Figure 5.9). Finally, each scenario
leads to an option, which in this application problem is the classification solution of

the scenario referred to (with available options Class I, Class Ila, Class IIb and Class
III from MDR).

Gorgias code: The different lines of the code of the Medical Devices Classifications capture the criteria under
which the medical device is categorized under a specific class.

Ji:ldles A set of relations that are " Characterizes
Numbering used to (partially) describe the possible the different solutions to the

of different scenarios. states of the application environment. application problem.

P N )
<3_3, {nonInvasive, modifyingComposition, inVitro}, class(iii)>
] \ |

< — —

3 3: Number of the Rule Each scenario can describe three
3_an. d the number of the characteristics of medical devices.
Noninvasive = Kind

The option class (iii)
is where the medical device

case 3 in Rule 3. of this scenario belongs.

modifyingComposition = use
inVitro = specific case

Figure 5.5 Explanation of Gorgias code in the application of Medical Devices Classifi-
cation.

We can ask for the classification of medical devices with specific characteristics,
e.g.,

» nonInvasive from scenario S; 1 with expected answer class(i),

o nonlnvasive, chanellingOrStoring from scenario S 1 with expected answer

class(d),
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e nonlnvasive, chanellingOrStoring, connectedWithAD from scenario S 2

with expected answer class(iia),

« nonlnvasive, chanellingOrStoring, forBloodBags from scenario Sy 2 with

expected answer class(iib), etc.

In the next section the implementation of AMeDC on WebGorgiasB is further

elaborated on in more details.

Implementation of AMeDC on WebGorgiasB

In the following figures, we can see how we have encoded our problem specifications
under the WebGorgiasB. The online tool supports the whole procedure from the
beginning (where the various options of an application are specified) to the execution
(where various medical devices products can be checked for their class).

In the first step, we define the options (see Figure 5.3) and then the facts are
added to generate object-level arguments for the declared options to capture the initial
scenarios. Subsequently, we connect the facts with the options to create the application’s
scenarios. In Figure 5.6, we see that class(iia) is selected as an option and the
predicate conditions connectedwithAD, channelingOrStoring, and noninvasive are
selected as facts to form a scenario corresponding to row 3 of Table 5.1. On the right

window the user can see the scenario-based preference that is added, e.g.,

When [connectedwithad( ),chanellingorstoring( ),noninvasive( )] choose

class(iia).

Similarly, for each initial scenario (rows of the table formalism) we generate an argument
rule with the corresponding option from the available set of options. We can also see
the available scenarios with their options in the Argue Table view, where the check
sign indicates valid options (see Figure 5.7). In the table, we can also expand existing
scenarios with more predicates to make a refined scenario and check the corresponding
option for the new scenario. In the execution, after selecting the desired facts and
establishing whether we want the tool to explore all the options or a specific option for
the possible solutions, we can obtain the solutions that the simulation of the scenario
will execute (see Figure 5.8).

We highlight the execution of some of our research questions under the WebGorgiasB.
For a better illustration of how a real-life implementation of AMeDC would work, let’s
consider some specific cases of medical devices products. Medical devices products

examples are based on the list of codes [2017/2185] [152] and the corresponding classes
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Figure 5.7 The Argue Table under WebGorgiasB

of medical devices under MDR. Since there is no clear connection between them, a
connection is made based on the commonly-described characteristics, used only for
enhancement of the computation model with representative examples and not for
providing actual legal knowledge [48].

For example, we want to see which class ‘Cervical Collars’ belongs to (or MDN1214
from list of codes [2017/2185] [152]). Cervical Collars are non-invasive medical devices
with no other specific characteristics (Rule 1 of MDR), so we have only the predicate
nonlInvasive. Therefore, based on MDR definitions in the Execution Results for

fact: [noninv] we have as output:
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Figure 5.8 The Execution Options under WebGorgiasB

In general choose class(i)
When [noninv] prefer class(i) over class(iia)
When [noninv] prefer class(i) over class(iib)

When [noninv] prefer class(i) over class(iii)

If we take the “syringes for infusion pumps” (MDN1202) as another example, in the

Execution Results for fact: [noninv,chanellingOrStoring] the output would be:

In general choose class(i)
When [noninv,chanellingOrStoring] prefer class(i) over class(iia)
When [noninv,chanellingOrStoring] prefer class(i) over class(iib)

When [noninv,chanellingOrStoring] prefer class(i) over class(iii)

Lastly, if we take the “blood bags without anticoagulant” (MDN1202) as example,
in the Execution Results for fact: [noninv,chanellingOrStoring,bloodBags]

the output would be:

In general choose class(iib)
When [noninv,chanellingOrStoring,bloodBags] prefer class(iib) over

class(i)
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When [noninv,chanellingOrStoring,bloodBags] prefer class(iib) over
class(iia)
When [noninv,chanellingOrStoring,bloodBags] prefer class(iib) over

class(iii)

To exemplify the above execution results, in the case of a “cervical collars”, which
is a non-invasive medical device, we have the predicate nonInvasive, and based on
Rule 1 “all non-invasive devices are classified as class I, unless one of the rules set out
hereinafter applies” the option for this scenario is class (i), since no other rule applies
to this case. In the case of “syringes for infusion pumps” (MDN1202), this product is
also an non-invasive medical device, but its usage belongs to the definition “intended
for channelling or storing blood, body liquids, cells or tissues, liquids or gases for the
purpose of eventual infusion, administration or introduction into the body” (Rule 2 of
MDR), therefore we have the predicates chanellingOrStoring, nonInvasive. Based
on Rule 2, the option for this scenario is again class(i). But, in Rule 2, if we take
the specific case of “blood bags without anticoagulant”, then the predicate “blood bag”
is also added, thus we have bloodBags, chanellingOrStoring, nonInvasive, and
since Rule 2 of MDR states that “Blood bags are classified as class IIb”, therefore the

execution result for this scenario is class(iib).

Evaluation and Discussion

To convert a legal text to a knowledge presentation and its natural-language-to-logic
mapping can be a demanding procedure. Some of the challenges of the presented rule

formalization were:

e In the original text of the regulation, there is no grouping of devices belonging
to the same class (e.g., Class I), neither an explicit separation of the different
sub-cases in each rule that lead to different classification options. Therefore, for
the needs of the computational formalization, we created a knowledge schema

to present those correlations more clearly.

e The numbering of the MDR classification rules is helpful for their formalization.
The predicates and variables are named based on indicative words of each rule. A
limitation of WebGorgias-B is that when you use variables generated automatically
with language processing there may be some typos in the predicates, requiring
editing in order to capitalize the variable names. In the interests of cutting

down the names of the predicates to a reasonable length, not all information on
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rules was included. However, in the interests of clarity, the first number of each

scenario indicates the MDR rule number for reference to the original text.

o This also enhances the explainability of the system since any user can better
understand and interpret the model’s behavior as well as check its proposed
solution in the original classification rule text, as indicated by the scenario
numbering. Legal and safety aspects are an important motivation for explainable
AT systems, since the European Union cannot afford to implement Al systems
that make unjustified decisions, especially in the medical sector [51]. In the
AMeDC model, any legal decision procedure that is complemented by the system
can be understood, explained and re-enacted by humans. Thus, in addition to
representing MDR classification rules precisely enough to determine the necessary
requirements for compliance purposes, this formalization is aimed at a model
that could be expressive enough so that it can be verifiable by legal, medical, and
programming experts alike. Therefore, the legal rules were formalized in such a
way so that the Gorgias presentation can be read and understood with scenarios

grouped per rule.

« Additionally, the developed scenarios are independent, autonomous pieces of
knowledge, enabling high modularity. FEach scenario can be removed, re-
placed, or modified without affecting other scenarios, enabling future amend-
ments/amelioration of the present regulation (e.g. other pre-marketability re-
quirements) or extension of the presented work, acting as groundwork for other

countries’ regulations.

Concerning WebGorgias-B and the query-answer procedure of AMeDC, the
query examples indicate that in both simple and more complex queries the results
provided by WebGorgias-B were accurate and the answers can be validated by a
human with audit trails. Several scenarios were tested and checked for the accuracy
of their output. We can also test all scenarios in each option separately by selecting
all conditions and obtaining all the scenarios belonging to each class, an explicit
classification grouping that the MDR itself does not provide clearly in the legal text.
This can be implemented by selecting all facts and a specific option (e.g., class(i)), so all
available scenarios will be executed. The run-time performance has also been evaluated.
There was no noticeable delay in query answering for our testing laptop (Intel(R)
Core(TM) i3-4000M CPU 2.40GHz 2.40 GHz, 6GB RAM, running on Windows) for
the provided data set, which includes 22 rules in the KB with 64 sub-cases, even with
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queries with different variables, e.g. selecting specific scenarios and option/s, or when
all conditions and options were selected.

At this point, it is important to mention that all the different cases and sub-cases
would not have worked if we did not have the argumentation framework. The reader
can notice that nonlnvasive as well as nonlnvasive & chanellingOrStoring is in class(i)
but nonlnvasive & chanellingOrStoring & blood bag is in class(iib). We cannot express
the complexity of legal texts with their definitions and exceptions in the classic way of
defining rules, so in these cases the non-monotonous nature of argumentation is required.
Non-monotonic logic under Gorgias can manage new information overcoming the
limitations of classical logic, as it simulates more naturally the way in which humans
process information. Classical logic is monotonic in the sense that any option that
could be entailed before a clause is added can still be entailed after it is added; adding
information does not change the set of solutions that can be derived. The reasoning
necessary for an intelligent system and decision making in realistic applications can
be very difficult to represent as deductive inferences in a logical system [153]. In
non-monotonic logic some results can be invalidated by adding further knowledge,
enabling representation of defaults. A default is a rule that can be implemented
unless it is overridden by an exception—and in legal texts we have plenty of defaults.
Thus, the basic feature of the system presented is its ability to determine a default
initial option in a specific scenario, allowing for other options to be applied in further
refinements of the scenario.

To test user experience concerning the functionalities, the ease of use, and
the explainability of the application, there have been a few preliminary trials by
inexperienced users indicating that AMeDC is easily used and understood. Additionally,
to test the expressiveness, explainability, and accuracy of the formalization, the
application was validated by a legal expert, corroborating our natural-language-to-logic
mapping. However, more user experience trials need to take place before the final build

of this application.

5.2.3 Medical Devices Rules with RuleML

Towards a Legal Rule-based System on Medical Devices

The legal norms can be roughly expressed in first-order logic [154], which covers much
of ontologies and rules. Rules and ontologies constitute key components in the Semantic
Web [154]. Description-logic-based ontology languages resemble decidable fragments

of first-order logic [155]. The rule-based languages are related to the classes of rules
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originating from logic programming and they are based on different kinds of logics,
basically consisting of Horn clauses [156] (i.e., sets of function symbols, predicates, and
variables).

The syntax of a DL is built over an individual of a domain, classes, and properties
that represent binary relations over individuals [157], with the use of T-Boxes’ and A-
Boxes® [158]. Ontology axioms are mostly used to express ontology T-Boxes about types
of entities. This sometimes excludes dependent, probabilistic or default statements
about individual entities, as well as statements concerning the meaning and ambiguity
of natural language. Therefore, for such knowledge, the use of a more expressive
formalism is recommended [159], such as rule-based systems. In comparison to DL,
where predicates are restricted only to unary or binary, predicates are polyadic, i.e.
there is no limitation on the arity of predicates; also, polyadic functions are allowed to
construct complex terms. Therefore, they have well defined declarative semantics that
can be supported by well-developed reasoning algorithms [157].

Rules can provide a foundation of knowledge representation and decision making
to express domain-specific (i.e. medical) concept definitions and legal norms [160];
they thus extend the classification-focused expressiveness of description logics, as
called for in areas like legal policies, auditable procedures, and real-time alert systems;
e.g., in the medical devices regulation, the classification of medical devices can be
sufficiently represented by ontologies as well, but for the marketability requirements
the expressiveness of a rule-based language is needed. There are various languages for
modeling ontologies co-existing with rules, such as SWRL, DLP, OWL2-RL, RuleML,
etc. In this section, Positional-Slotted Object-Applicative (PSOA) RuleML [161,
162] is used for its suitability to express deductions by rules over enriched (object-
relational) atoms. Medical Devices Rules employs PSOA RuleML on the level of Horn
logic (Hornlog), currently restricted to the (essentially function-free) level of near-
Datalog [162], illustrating how PSOA integrates the data and knowledge representation
paradigms of relationship atoms’ with those of frame atoms'".

From the DL point of view, PSOA uses a “light-weight” T-Box, representing the
hierarchy of the application domain in the form of a subclass (“##”) taxonomy, allowing
“multiple inheritance,” while in our current use case a tree-restricted DAG is sufficient
(See Fig. 5.11). Moreover, it has an A-Box of generalized facts including assertions

of instances that refer to either classes, e.g. :HearingAidsUDI#:HearingAids, or

7An ontology specifies inclusion relation describing its classes hierarchy as well as its properties.
8DL-atoms can be used as axioms denoting class or property membership.

90rdered tuple of positional arguments.

10A unique OID typed by a class and described by an unordered collection of slots.
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frames. For simplicity and efficiency, in addition to its central implication construct,
Hornlog-level PSOA RuleML provides only some of the first-order-logic constructs on
fragments of which DLs are also based (in particular, conjunction as well as, in certain
syntactic contexts, disjunction and universal plus existential quantifiers), and does
not provide classical (strong) negation; although adding (weak) “Negation-as-failure”
(Naf) for a NafHornlog-level PSOA RuleML is being planned, at this time, we restrict
our KBs to purely Hornlog-level PSOA, as implemented in PSOATransRun 1.4. In
this context, rules can be written and used even by users not familiar with advanced
knowledge engineering concepts. PSOA RuleML has also been used for legal rules
formalization in other use cases, such as Port Clearance Rules [162] and Air Traffic
Control Regulations [163] providing evidence that PSOA RuleML is well-suited to
express real-world legal texts.

While our work focuses on the formalization of the European Regulations, this
approach appears to apply generally and extend to a broad class of medical devices
regulations, since the structure of such rule-based systems can benefit from the homo-
geneity'! and modularity'? of rules [154]. Hence, each rule can be reformed or updated
without affecting the entire system or requiring the modification of other rules, enabling
future amendments/amelioration of the present regulation and/or extension of the
current work to include the corresponding regulations of other countries. According to
the WHO'!?, there isn’t one common approach on the medical devices regulatory sys-
tems at country level [164], since it is determined by the existing general national legal
and administrative systems within each country. However, since in most regulations
around the globe (such as in, e.g., FDA!' for the USA, MHFW ! for India, PMDA'0
for Japan, etc.) medical devices registration follows an almost identical procedure with
the one in the MDR (i.e., medical devices are grouped into risk-based classes that
require different class-based conformity assessment procedures'”), this work can be
used as a groundwork for other national regulations.

In the following sections, the main parts of the European regulations for the
implementations — Medical Devices Rules and ExosCE — as well as the legal reasoning
model in PSOA RuleML, will be surveyed.

' Homogeneity means that all rules are conveyed in the same format.

I2Modularity means that each rule is an independent part of knowledge.

13World Health Organization: http://www.who.int /medical devices/en/
Yhttps://www.fda.gov/Medicaldevices/default.htm

15Ministry of Health and Family Welfare: https: / / mohfw.gov.in /

6Pharmaceuticals and Medical Devices Agency: http://www.pmda.go.jp/english/
ITPrinciples of medical devices classification. Global Harmonization Task Force; 2012.
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This increased need of computational medical records is usually supported by
ontologies for taxonomic organization of information as well as legal-based rules for
medical tests, procedures, and registrations, so that the quality of healthcare is secured
and improved. Ontologies in the Semantic Web — represented with formal languages,
such as Description Logics (DLs) — provide the representation for different types
of medical knowledge, such as the OpenGalen ontology [165, 166] where methods
were applied for restriction of medical terms to sensible classes. Similar techniques
have been applied on various medical nomenclatures including the MeSH (Medical
Subject Heading) [167], the FMA (Foundational Model of Anatomy) [168], and the
ICD10 (International Classification of Diseases) [169]. However, a demand has already
been identified for expressive power beyond what is offered by DL-based ontology
languages [157]. Many health care procedures, such as inpatient clinical information
systems [170], antibiotics prescription [171], and risk assessment of pressure ulcers [165],
are supported by computer aided decision making leading to increased interest in rule-
based systems [171]. In spite of existing theoretical issues of the complementary nature
between ontology and rule languages, there is a need of Semantic Web Technologies
for integrated formalisms that can provide advanced reasoning capabilities [155], such
as in SNOMED CT (Standardized Nomenclature of Medicine Clinical Terms) [172]
which proposed rules expressed in DLs for checking terms of consistency. Medical
applications that combine ontologies with rule languages can be used, e.g., as clinical
guidelines [173, 158] and for medical decision support [174], which can be subjects
of privacy and regulatory compliance as well. Thus, in some applications, it can be
practical to regulate the compliance process by using formalized parts of applicable
laws.

The complexity of regulations in the healthcare domain (which are usually repre-
sented as a moderately controlled natural language text) makes it difficult for enterprises
to design and develop effective compliance systems for their applications [175]. While
logical reasoning on knowledge representations is rather well-understood, there are no
established methods to convert a given medical legal text to an appropriate knowledge
representation [51]. The length of the legal texts, the complexity of their acts, and
the vagueness of their language make it complicated for business professionals to
estimate whether they are in compliance. This difficulty becomes even more pressing if
programmers wish to develop and configure automated systems to help practitioners
comply with applicable laws [175]. Medically relevant regulations have been the subject
of formalization in the USA, e.g. FDAAA TrialsTracker [176], a live informatics tool
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for FDA'®-compliance in clinical trials, in [175], an online prolog-based auditor, and,
in [177], a production rule model, both of them for HIPAA'’-compliance in health
information. This work is an initial attempt to formalize, in a computational manner,
a European regulation of medical devices.

EU Regulation of medical devices concerning the classification rules and the decla-
ration of conformity procedures (thus, requiring both medical-classified and legal-based
organization of information) was formalized in PSOA RuleML, a rule language that
introduces positional-slotted, object-applicative terms in generalized rules [71]. PSOA
RuleML has also been used for legal rules formalization in other use cases, such as
Port Clearance Rules [162] and Air Traffic Control Regulations [163, 178], indicating
that PSOA RuleML is well-suited to expressing real-world legal texts.

Formalization for Medical Devices Rules

Our formalization of Regulation (EU) 2017/745 consists of five parts, presented below
by the classification and declaration of conformity of medical device code MDA0310b.

The present work is restricted to the English version of the Regulation.
1. The 22 classification rules of the regulation.
2. The medical device categories in each class.
3. Class-based conformity requirements for marketability.
4. An explicit taxonomy of the medical devices.

5. Sample data (facts) of medical devices.

The 22 classification rules of medical devices

In the first part of the formalization, the original rules are expressed with a three-
level-deep description of medical devices characteristics, connected for abbreviation
with (informal) three-symbol categories. Rules move from the relational to the object-
centered paradigm with their frame conditions: The relational conclusion argument
?m becomes the OID of class :MedicalDevice of a frame with :kind, :use, and
:specificCase slots. An effective way to modify the translation of the legal text into
rules is to add exceptions (specific cases) to the more generic rule to make the two

cases of the rules disjoint.

18Food and Drug Administration https://www.fda.gov /.
19Health Insurance Portability and Accountability Act.
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Classification of Medical Devices
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Figure 5.9 Visualization of PSOA RuleML decision model for classification rules.

One clause is used for each category of the rules, formed as the example below
which formalizes the sentence “All invasive devices with respect to body orifices, other
than surgically invasive devices, which are not intended for connection to an active
device or which are intended for connection to a class I active device are classified as:
- class I if they are intended for transient use;

- class Ila if they are intended for short-term use, except if they are used in the oral
cavity as far as the pharynz, in an ear canal up to the ear drum or in the nasal cavity,
in which case they are classified as class I; and

- class IIb if they are intended for long-term use, except if they are used in the oral
cavity as far as the pharynx, in an ear canal up to the ear drum or in the nasal cavity
and are not liable to be absorbed by the mucous membrane, in which case they are
classified as class I1a.” [132].

% Rules for Invasive Devices

% Rule 5 - Devices invasive in body orifices.

Forall 7m (
:Category0fMedicalDevice(?m :I6a) :-
Or (?m#:MedicalDevice(:kind->:Invasive :use->:NonSurgically
:specificCase->:Transient)
?m#:MedicalDevice(:kind->:Invasive :use->:NonSurgically

:specificCase->:EarNoseOrThroat_ShortTerm)))
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Forall ?m (
:CategoryOfMedicalDevice(?m :I5b) :-
Or (?m#:MedicalDevice(:kind->:Invasive :use->:NonSurgically
:specificCase->:ShortTerm)
7m#:MedicalDevice(:kind->:Invasive :use->:NonSurgically

:specificCase->:EarNoseOrThroat_LongTerm)))

Forall 7m (
:Category0fMedicalDevice(?m :I5c) :-
7m#:MedicalDevice(:kind->:Invasive :use->:NonSurgically

:specificCase->:LongTerm))

The condition’s predicate :MedicalDevice is a frame atom, where the hash infix
# denotes class membership by typing an OID with its predicate, while the arrow
infix, “=>”, pairs each predicate-independent slot name with its filler. The predicate
:Category0fMedicalDevices is a relationship that links the medical device with the
category it belongs. For the explanation of this formalization, we will focus on category
I5b (where medical device code MDA0310b belongs).

Another exceptional case is Rule 5, namely that time duration is also used for the
categorization of the medical device into :Transient, :Shortterm or :Longterm. For
this rule predicates with math: prefix were used as defined in the imported mathematics
library http://psoa.ruleml.org/lib/math.psoa. They are shortcuts for external built-in
calls in PSOA [162]. For example, the specific case :Shortterm is described as follows:

% Rule 5 (Time period of usage: Short Term)

Forall ?m ?d (7m#:MedicalDevice(:specificCase ->:ShortTerm) :-
And (7m#:MedicalDevice(:duration->7d)
math:lessEq(?7d 30)
math:greaterEq(?d 0.02)))

Rules concerning time period of usage are object-centered except for the relational (in
the example above) math:lessEq and math:greaterEq calls in their second conjuncts.
Note that units of duration — here,“days” — are omitted on this nearDatalog level of
expressiveness, but could become Hornlog function applications in slot fillers — here,
:days0fUsage(?d).


http://psoa.ruleml.org/lib/math.psoa
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The Classification of Medical Devices

In the second part of the formalization on the classification of medical devices, the
aforementioned categories are connected with the class they reside in, forming an ‘Or’
branch (disjuction). The generated categories — 55 in number — are indicated by
three letters which denote the three levels of the categorization (see also Figure 5.9), e.g.
:I5b, where I denotes a Invasive device, 5 denotes Rule 5, and b denotes the specific case
‘D’, i.e. EarNoseOrThroat LongTerm. The categories and the corresponding classes
for all kinds of medical devices in details are depicted in diagrams in Appendix .3.1.

The categories in Class [Ia are expressed in the following example:

% Classification Grouping: Class IIa

Forall ?m (
:IsClassifiedIn(?m :IIa) :-

Or (:Category0fMedicalDevice(?m :N2a)
:Category0fMedicalDevice(7m :N2b)
:Category0fMedicalDevice(7m :N3b)
:Category0OfMedicalDevice(?m :N4c)
:Category0fMedicalDevice(7m :I5b)
:Category0fMedicalDevice(?m :I6)
:Category0fMedicalDevice(?m :I7)
:Category0OfMedicalDevice(?m :I8a)
:Category0fMedicalDevice(?m :A9a)
:Category0OfMedicalDevice(?m :A10)
:Category0fMedicalDevice(7m :A11)
:Category0fMedicalDevice(7m :A12)
:Category0fMedicalDevice(?m :S16b)
:Category0fMedicalDevice(?m :S17
:Category0fMedicalDevice(?m :S19a)
:Category0fMedicalDevice(7m :S20)
:Category0OfMedicalDevice(?m :S21b)))

The Marketability of Medical Devices

The third part of the formalization described the requirements for a medical device to be

marketable. The following rules are relational, on the Datalog level of expressiveness”’.

20Predicates only have a variable, ?m, no function application, as their argument.
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Figure 5.10 Marketability requirements for each class.

% Requirements for all Classes

Forall 7m (
:MarketableMedicalDevice(?m) :-

:HasCEwithNBN(?7m) )

Forall 7m (
:HasCEwithNBN(?m) :-

:Declaration0fConformity(?m))

All the different Declaration of Conformity routes of each class for the CE
marking and the implying marketability of medical devices are described, outlining
the pre-marketability procedure. The post-marketability requirements are beyond the
scope of the current work.

In Class Ila, as described in the example below, all the conditions of the ‘And’

relation must be fulfilled to obtain the :DeclarationO0fConformity.
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% Requirements for Class IIa
Forall ?m (:DeclarationOfConformity(?m) :-
And(:IsClassifiedIn(?m :IIa)
:AppointingAnEAR(?m)
:ConformityAssessment (:device->7m :technicalFile->:True
:vigilanceSystem—>:Required
:harmonizedStandards->:NonRequired)

:QualityAssurance(?m)))

The PSOA RuleML decision model for Conformity Assessment routes is visualized
in Figure 5.10, with an object-relational ‘And’-‘Or’ DAG?'. In ‘Or’ relations, only one
choice from the possible options can be selected, either based on the filler of the slot
names or on the different conditions of the ‘And’ clauses, so that only one route can
be “fully invoked,” causing near-deterministic behavior, e.g. for the Quality Assurance

only one of the :QualityType can be “fully invoked.”

Forall ?m (:QualityAssurance(?m) :-
Or(:QualityType(?m :FullQuality)
:QualityType(?m :ProductionTesting)
:QualityType(?m :ProductionQuality)
:QualityType(?m :InspectionQuality)))

Each Quality Type has also different requirements, for example:

% Requirements for Production Quality - % Annex V, EN ISO 13485:2003
Forall ?m (:QualityType(?m :ProductionQuality) :-
:Requirements0fQualityType(:device->?m :design->:NonRequired

:manufacture->:Required))

An Explicit Taxonomy of the Medical Devices

In the fourth part of the formalization, the Subclass relation (denoted in RIF and
PSOA as ‘##') (e.g., :NonActiveInvasive##:MedicalDevices) is used for building
a variable-depth multi-layer taxonomy, containing currently more than 150 different
medical device products. The taxonomy consists of five levels as depicted in Figure 5.11
starting with the top class to the right and the sub classes to the left. The four

levels are ‘Subclass of” ##-levels, while the last level is ‘Instance of” #-level including

2IThe ‘And’ branches are connected with straight lines, while the ‘Or’ are connected with dashed
lines.
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Levels of Taxonomy
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Invasive

Ultrasound UDI Ultrasound

e

Figure 5.11 Visualization of a taxonomy example.

individuals for each ‘Medical Device Product’ subclass with the suffix UDI (e.g.,
:HearingAidsUDI#:HearingAids). In PSOATransRun at least one level ‘Instance of’
(‘witness’ instances) is required to allow retrieval. The classes for :HearingAidsUDI

are described below:

:Activelnvasive##:MedicalDevices
:I5b##Activelnvasive
:MDAO310b##:1I5b
:HearingAids##mdcode :MDAO310b
:HearingAidsUDI#:HearingAids

Data for Medical Devices

In the last part of the formalization, Data for specific medical devices (Facts) were
added directly to the Medical Devices KB?>. Medical devices facts were developed
based on the list of codes (2017/2185) [152] and the corresponding types of devices
under Regulation (EU) 2017/745%.

“The lists of codes and corresponding types of devices should take into account various
device types which can be characterized by design and intended purpose, manufactur-

ing processes and technologies used... The lists of codes should provide for a multi-

22The medical devices facts are described with their specific characteristics and with their (randomly
chosen) completed marketability requirements. The marketable medical devices in each class can be
viewed in Appendix .3.2.

23Tn cases where the codes don’t describe specifically a category, a random coding is applied
(e.g.,:DeviceR3a), while in cases where more than one category belongs to the same code, letters
a,b,c are used.
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Medical Devices’ Facts (codes?) for each category

Non-Invasive Dev. Invasive Devices Active Devices Devices with Special Rules
Category | Fact Categ. Fact Categ. | Fact | Categ. Fact Categ. Fact Categ. Fact Categ. Fact
N1 | MDN1214 | I5a | DeviceRSa MPASHOL | A9a | MDA0302 | Al1c | MDA0315c | S14 | MDs1001 | S19b | MDS1007b
N2 | MDN1202 ) 17a | ypaotoan-
o0 Thonizozs] 150 | DeviceRsb o A9b | MDA0301 | A12 | MDA0306 | S15 | MDN1210 | S19¢ | MDS1007¢
N2b | MDN1202b | ISc | DeviceRSc VPAOIO% | A9c | MDS1009 | A12a | MDA0306a | S15a | MDN1210a| S20 | DeviceR20
N2c |mpnizoze| 16 | mpaor | 17b |MP"%1%*| A10 | mpDAoz | A13 | MDA0318 | S16 | MDN1211 | S20a | DeviceR20a
N3a | DeviceR3a | I6a | MDAO101 MpAOLO2- | A10a | MDAOZO2 s16q | M0AO3L7 S21a | MDN1213a
N3b | DeviceR3b | I6b | MDs1006 | 18 MDN11 MDA0201 MDA0317a | $21b | MDN1213b
N3c | MDN1212 MDA0104 | I8a | MDN1103 ALOb Aoz S17 | DeviceR17 | S21c | MDN1213¢
N4a |MDN1204a| I6c | MDA0104a moni101 | A11 | MDA0315 MDS1002 | S22 | Devicer22
N4b |MDN1204b MDA0102 | 18b | MDNi102 | A11a | MDA0315a 518 1 bs1003 Ss | mps100s
N4c |MDN1204c| 17 | MDAO1-ST MDN1104 | A11b | MDA0315b S$19a | MDS1007a | Sm MDS1010
Class I: N1, N2, N4a, [5a, I6b, A10a, Allc, A13 (Class Is: Ss/Class Im:5m)

Class Ila: N2a, N2b, N3b, N4c, I5b, 16, 17, 18a, A9a, A10, A11, A12, S16b, S17, S19a, S20, S21b
Class IIb: N2¢, N3a, N4b, I5¢, I6¢, 17a, 18, A9b, A10b, A11b, A12a, S15, S16a, S19b, S20a, S21c
Class III: N3c, 16a, I7b, 18b, A9c, Alla, S14, S15a, S18, S19a, S21a, S22

Figure 5.12 Categories and corresponding codes of Medical Devices & Categories in
each Class.

dimensional typology of devices.”

Article 2: “Application for designation Conformity assessment bodies shall use the lists
of codes and corresponding types of devices set out in Annexes I and II to this Requlation
when specifying the types of devices in the application for designation referred to in

Article 38 of Regulation (EU) 2017/745 and Article 34 of Regulation (EU) 2017/746.”
The predicates with the mdcode: prefix are used to describe the medical devices codes
of the aforementioned directive. Figure 5.12 presents the categories and corresponding

codes of medical devices, as well as all categories in each class. An example of medical
device MDA0310a’" facts is,

% Requirements of MDAO310b: Class IIa, 3Yes
mdcode :MDAO310b#:MedicalDevice(:kind->:Invasive :use->:NonSurgically
:specificCase->:EarNoseOrThroat_LongTerm)

:AppointingAnEAR (mdcode :MDA0310b)

:ConformityAssessment (:device->mdcode:MDAO310b :technicalFile->:NonRequired
:vigilanceSystem—>:Required
:harmonizedStandards->:NonRequired)

:Requirements0fQualityType(:device->mdcode:MDA0310b :design->:NonRequired

:manufacture->:Required)

24Code MDAO0310 is described in (2017/2185) as “Active non-implantable device for ear, nose and
throat.”
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Notice that because of the randomly chosen facts concerning marketability re-
quirements for each medical device, several medical device examples do not satisfy all
conditions to be marketable. The medical devices facts are covering all categories with

qualitative slot-filler distinctions.

Query Answering on Medical Devices Rules by PSOATransRun

In this section, representative copy&paste-ready queries were posed to the KB and the
answers were obtained through PSOATransRun.

The Prolog instantiation of PSOATransRun [161], currently in version 1.5, is the
reference implementation of PSOA RuleML. In PSOATransRun reasoning engine,

various different kinds of queries are typically supported:
1. Ground: determine whether a ground atom is entailed in a relationship.
2. Open: determine all the tuples of variable bindings in a relationship.

3. Class-instance membership queries: ground (if an individual is an instance of a

class) and open (all the individuals that are instances of a class).
4. Class subsumption queries: determine if one class is a subsumption of another.
5. Class hierarchy queries: determine all superclasses of a class or individual.

Queries and Answers for Medical Devices Classification: To obtain the medical
devices with one or more specific characteristics, e.g. for the devices using derivatives,

the following query can be used.

> 7?m#:MedicalDevice(:use->:NonSurgically)
?m=<http://eur-lex.europa.eu/legal-content/EN/TXT/CODES/. . .#MDA0310a>
?m=<http://eur-lex.europa.eu/legal-content/EN/TXT/CODES/. . .#MDA0O310b>
?m=<http://psoa.ruleml.org/usecases/MedicalDevices#DeviceRba>
?m=<http://psoa.ruleml.org/usecases/MedicalDevices#DeviceR5b>

?m=<http://psoa.ruleml.org/usecases/MedicalDevices#DeviceR5c>

The multiple ?m-answer bindings are shown as full IRIs expanded from the ‘:’-prefixed
abbreviations in the KB.
Similarly, to obtain the category of a specific medical device, the following deductive

query is employed, binding the answer to the output variable 7g.
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> :CategoryOfMedicalDevice(mdcode:MDNO310b ?7g)
7g=<http://psoa.ruleml.org/usecases/MedicalDevices#I5b>

Using the top-level predicate :IsClassifiedIn a query can be posed regarding
whether a certain medical device code, e.g. :IsClassifiedIn(mdcode:MDA0310Db
:ITa), belongs to a specific class, i.e. IIb (Answer: Yes). Moreover, the classification
of a medical device can be asked, even if we do not know its specific code, by asking

for an OID with certain characteristics, getting all the possible answers, e.g.:

> :IsClassifiedIn(?m#:MedicalDevice(:use->:NonSurgically) :IIa)
?m=<http://eur-lex.europa.eu/legal-content/EN/TXT/CODES/. . .#MDA0O310b>
?m=<http://psoa.ruleml.org/usecases/MedicalDevices#I5b>

Abstracting this query (e.g., the constant :IIa becomes the variable ?c), a gen-
eralized, symbolic-execution-style non-ground query could be posed as well, i.e.,
:IsClassifiedIn(?m 7c), to deduce all medical devices and their corresponding

classes, using two output variables (?m and ?c).

Queries and Answers for Medical Devices Marketability: More queries can
be asked on the marketability and conformity requirements of medical devices. In
the example of medical devices represented by the code :MDN0310b, PSOATransRun

returns a ‘Yes-answer to the following queries.

:IsClassifiedIn(mdcode:MDA0310b :IIa)

:RegisterWithTheECA (mdcode:MDA0O310b)

:AppointingAnEAR (mdcode:MDA0310b)

:ConformityAssessment (:device->mdcode:MDAO310b :technicalFile->:NonRequired
:vigilanceSystem—>:Required
:harmonizedStandards->:NonRequired)

:Requirements0fQualityType(:device->mdcode:MDA0310b :design->:NonRequired

:manufacture->:Required)

:Declaration0fConformity(mdcode:MDAO310b)

:HasCEwithNBN (mdcode :MDA0310b)

:MarketableMedicalDevice (mdcode:MDAO310b) % Answer for all: Yes 7%

All the queries regarding marketable devices can be also posed, using e.g. the input
variable ?m, by posing the query :MarketableMedicalDevice(?m). Moreover, all medi-

cal devices that satisfy one or more specific marketability requirements can be obtained.
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Queries and Answers for Medical Devices Taxonomy: For the description
of the explicit relations between the hierarchical levels of medical devices, a separate
taxonomy was created, which facilitates the complement of more medical devices
products and UDIs in the future. When using PSOA’s ‘##’ infix, one instance-level
relation is required for PSOATransRun to deduce answers. A query can be posed
about the upper classes of a medical device product UDI-instance, e.g. using the
output variable ?c to deduce all the upper layers of the taxonomy (Bottom-to-Top
Taxonomy Queries). Queries about the instances belonging to the lower levels can
be also obtained, e.g. using the variable ?m (Top-to-Bottom Taxonomy Queries). In
this query, all the UDIs of the relevant medical devices will be exported, but not the
sub-classes in-between (i.e., the intermediate sub-class with the code ‘MDN1202b’).

> :HearingAidsUDI#7c %Bottom-to-Top%
?c=<http://psoa.ruleml.org/usecases/MedicalDevices#HearingAids>
7c=<http://eur-lex.europa.eu/legal-content/EN/TXT/CODES/. . .#MDN1202b>
7c=<http://psoa.ruleml.org/usecases/MedicalDevices#I5b>
7c=<http://psoa.ruleml.org/usecases/MedicalDevices#ActiveInvasive>

7c=<http://psoa.ruleml.org/usecases/MedicalDevices#MedicalDevices>

> 7?m#:I5b YTop-to-Bottom, Some of the answers obtained,
?m=<http://psoa.ruleml.org/.../MedicalDevices#HearingAidsUDI>
?m=<http://psoa.ruleml.org/.../MedicalDevices#HardContactLensesUDI>
7m=<http://psoa.ruleml.org/.../MedicalDevices#TrachealTubesUDI>

Discussion and Evaluation of Medical Devices Rules

To convert a legal text written in natural language to a knowledge presentation can be
a demanding procedure. Some of the principles and challenges of the described rule

formalization are the following:

e The explicit numbering of classification rules is helpful for their formalization.
Every natural language rule of the regulation is shown before its formal represen-
tation in the Medical Devices Rules KB.

o In the text of the regulation, there is no aggregation of devices belonging to the
same class (e.g., Class I), neither a clear separation of the different cases in each
rule. A knowledge schema and data mapping is required for the needs of compu-

tational formalization. In particular, the original 22 rules are represented with
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additional three-symbol categories based on their differentiated characteristics as

abbreviations. Subsequently, these categories form classification groups.

« Medical devices facts are based on the list of codes (2017/2185) [152] and
the corresponding types of devices under Regulation (EU) 2017/745. Since
there is no explicit connection of these codes with the categories of medical
devices, an association®” is made based on the commonly-described characteristics.
However, this connection is used for enhancement of the KB with representative
medical devices facts and for general documentation of the regulation rather than
for providing actual legal knowledge. Moreover, representative marketability

requirements for each medical device fact are chosen randomly.

o Hence, while the current KB does not use an actual dataset of medical devices
facts, in the future a standard dataset can be obtained from Eudamed (which was
under development at the time of Medical Rules KB development). Eudamed is
being overhauled in order to increase capabilities and allow for wider access in
accordance with the new regulation. Thus, Unique Device Identification (UDI)
of medical devices — which could be used for that purpose — will be phased
in and be added to Eudamed over several years. Note that there are databases
of other countries where the legislation is in force (e.g., FDA (USA)?°, SFDA
(Saudi Arabia)’’, CMDRD (China)?®, MHRA (UK)??, MDA (Malaysia)?", etc.).
Moreover, there are attempts, e.g. by the International Medical Device Regulators
Forum (IMDRF)*!, for a globally harmonized approach to the application of a UDI

system of medical devices, aiming to assist international regulatory convergence.

« For obtaining a more detailed, explicit and easily-enhanceable KB, a hierarchical
taxonomy of medical devices was created separately. This taxonomy complements

the formalized classification rules (which connect the rules of the regulation with

25Tn cases where the codes do not describe specifically a category, a random coding is applied
(e.g.,:DeviceR3a), while in cases where more than one category belongs to the same code, letters
a,b,c,ST are used (e.g., mdcode :MDN1202c).

https://www.fda.gov/MedicalDevices/DeviceRegulationand Guidance/Databases/
default.htm

27Saudi Food and Drug Authority: https://www.sfda.gov.sa/en/medicaldevices/eservices/
Pages/default.aspx

28China Medical Device Regulatory Database :http://www.cirs-md.com/resources/cmdrd

29Medicines and Healthcare products Regulatory Agency: https://aic.mhra.gov.uk/era/pdr.
nsf/device?openpage&start=1&count=200

30Malaysian Medical Device Authority: https://mmdr.mda.gov.my/data/public/index.php

3thttp: //www.imdrf.org/
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https://www.sfda.gov.sa/en/medicaldevices/eservices/Pages/default.aspx
https://www.sfda.gov.sa/en/medicaldevices/eservices/Pages/default.aspx
http://www.cirs-md.com/resources/cmdrd
https://aic.mhra.gov.uk/era/pdr.nsf/device?openpage&start=1&count=200
https://aic.mhra.gov.uk/era/pdr.nsf/device?openpage&start=1&count=200
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the codes of the regulation) with a clear description of the hierarchy of medical

devices linking the codes with the (upper and lower) layers described below:

Medical Devices (i.e. :MedicalDevices)

— Medical Device Kind (e.g., :ActiveNonInvasive)

— Medical Device Category (e.g., :A9b)

— Medical Device Code (e.g., mdcode :MDA0301)

— Medical Device Product (e.g., :LinearAccelerators)

— Medical Device Product UDI (e.g., :LinearAcceleratorsUDI)

This taxonomy was created based on pertinent guidelines but does not reflect
expert knowledge of medical devices. Taxonomy provides the opportunity for
further enhancement in the future with medical devices obtaining from formal
medical devices (e.g., Eudamed, Global Medical Device Nomenclature (GMDN)?*?,
etc.). Even though in a real-life implementation of this work, only UDIs will be
necessary as the main data of medical devices KBs, the codes and the categories
will still be of significant value to help stakeholders distinguish between various

generic groups® of medical devices.

5.3 Legal Decision Making on Wearable Robots

Regulatory Compliance

Wearable robots aim to significantly improve the users’ quality of life by assisting,
augmenting, or enhancing mobility and motion in various human movement applications
and scenarios. [179, 180].

At the present time, the use of robots is not widespread. However, studies indicate
that this will gradually change [181], since robotic systems may bring benefits and
conveniences to our society. Wearable robots may reinforce areas of applications that
cover wide-ranging domains [180]. Some of the potential applications of wearable
robots in the healthcare sector are: rehabilitation treatment for patients recovering
from injuries; movement aids for disabled persons; support for an extended autonomous

life of the elderly; and decrease of repetitive tasks of care personnel [179]. Additionally,

32GMDN is a international generic naming system of medical devices products. https: / / WWW.
gmdnagency.org/

33A set of devices having the same or similar intended purposes or commonality of technology
allowing them to be classified in a generic manner not reflecting specific characteristics.
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they can be used to decrease the burden in physically demanding jobs and reduce
work-related injuries, thus increasing productivity and work quality in industry [180].

There is a growing interest of producers and users in wearable robots [182]. Thus,
it is essential not only to focus on developing prototypes and technologies for testing in
research labs, but also to have a clear perspective on how this progress can genuinely
influence society [183]. According to this, focus should be put on shaping the wearable
robots market, so stakeholders (i.e. regulators, roboticists, manufacturers, etc.) are
aware of the legal matters demanding their attention [183, 184]. This chapter outlines
the international framework that is relevant in realizing new markets for these urgently
needed technologies, mainly focusing on the reports by the European Parliament. In
this regard, there is a need for a computational formalization of the existing regulation
to promote systematic use and to ensure the quality of the procedure required in order
to provide the emerging devices to the marketplace nationally or internationally.

The European Union has conferred legal status to several EC Directives, and two
such directives are currently the most relevant for wearable robots, the Medical Devices
Directive 2017/745/EC (MDD) [132] (which was formalized in the previous section)
and the Machinery Directive 2006/42/EC (MD) [185]. The MD applies to machines
generally defined as devices with at least one moving part, containing actuators, control
and power circuits, while the MDD can apply to any robot designed to meet a medical
need and to be used for diagnostic and/or therapeutic purposes. The regulations
directed by the MD and the MDD specify the requirements that manufacturers need
to comply with in order to obtain a CE marking to allow for the commercialization of
their device. Some devices — such as wearable robots — need to comply with some of
the requirements of both regulations [186].

With the current growth in rehabilitation and personal care robots, interest in
wearable exoskeletons has been growing, fueled by the demand for assistive technologies
in general and specifically to respond to the concerns of an increasingly ageing popula-
tion [187, 188]. Exoskeletons are wearable robots that are fastened to the body of the
consumers, extending their physical capabilities in a complementary or augmentary
way. In the case of exoskeletons, complying with both medical device and machinery
regulations could be required [186, 181].

This section describes an attempt to formalize, in a computational manner, the
exoskeleton-related parts of European Directives, extending the work presented in the
previous section concerning the formalization of the Medical Devices Directive [47-49].
It focuses specifically on the case of exoskeletons as a type of medical device and

incorporates the relevant requirements from the Machinery Directive, regarding their
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safety and marketability. To the extent of our knowledge, there is no previous work
regarding the development of a computational system for the CE marking compliance
of exoskeletons. The ExosCE Rules (i.e., Exoskeletons’” CE marking Rules) prototype
can contribute to the effort of unifying the above legal frameworks to a computational
format, as part of legal-informatics efforts. In the following subsection (Subsection 5.3.2),
we present an example of a type of exoskeleton as an effort to formalize parts of the
clauses enacted by the MDD and the MD, in Positional-Slotted Object-Applicative
(PSOA) RuleML.

5.3.1 An Overview of Wearable Robots Regulatory Frame-

work

The growth of the wearable robots market (it is expected to record a CAGR of 22.17%
over the period 2020-2025 [129]) makes it essential to regulate critical aspects like
reliability, safety, and protection. The world of wearable robots is heterogeneous,
with wide diversification in potential risks of harm to the consumer. The close
proximity between wearable robot and user exposes the latter to multiple risks that
necessitate extensive scrutiny [189]. Public trust in wearable robots needs effective
and efficient regulations relying on a well-built legal and policy foundation, as well
as sound regulatory strategies [164]. This section provides an overview concerning
the existing legal European framework and where the new wearable robots fit in —
mostly focusing on the recently adopted directives by the European Parliament and
the relevant standards.

Furopean Union Law does not contain explicit rules on robots, but there are
EU legislations related to robotic devices, set in two basic directives: Machinery
Directive 2006/42/EC (MD) and Medical Devices Directive 2017/EC (MDD). The
above-mentioned directives specify the CE marking requirements that manufacturers
need to comply with in order for their devices to be placed in the markets [184]. Notice
that it is often the case for exoskeletons to gain CE marking in Europe before getting
an FDA marking in the USA, as in the cases of ReWalk **, Ekso %, HAL “°, and
Rex *7.

34https:/ /rewalk.com/
$https://eksobionics.com

36https:/ /www.cyberdyne.jp/
3Thttps: //www.rexbionics.com/
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Machinery Directive 2006/42/EC

The Machinery Directive aims to support the design of machinery that is as safe
as possible in line with cutting-edge technological advances. This directive refers to
machines mainly defined as devices with power circuits, actuators, control, and at least
one moving part. It sets the basic Essential Health and Safety Requirements (EHSR)
that apply to all manufacturers who want their devices to be placed on the market.
Compliance with the EHSR can be achieved with harmonized European standards.
Most robots (i.e., also wearable robots) so far have been categorized as machines,
and therefore robot safety standards need to be compliant with this directive [190].
However, the harmonized standards published under the Machinery Directive do not
involve the combination of machine and wearable device. Consequently, standards
and guidelines need improvement and updating to cover exoskeletons technology [189].
An issue that is quite new in wearable robots regulated under the MD is the idea of
intended contact between a user and a robot [191]. While the majority of industrial
robots are still detached from the human user, in physical assistant robots — such
as exoskeletons — physical contact is an important part of the intended task [191] (a

requirement which was taken into consideration in the development of ISO 13482 [192]).

Medical Devices Directive 20017/745/EC

The Medical Devices Directive refers to any device designed to meet a medical need
and used for diagnostic and/or therapeutic purposes. In this case, the product must
be regulated as a medical device (under the MDD) rather than as a machine (under
the MD). The updated version of MDD that came into force after 2020 included some
critical changes, aiming to ensure that all medical devices on the market in the EU are

safe and efficient [48]. More details can be found in Section 5.2.1.

Comparison of MDD and MD Safety Requirements

According to the MDD, medical devices that are also machinery shall also meet the
EHSR of the MD. In Art.12 of the MDD, it is stated that “Dewvices which are also
machinery within the meaning of point (a) of the second paragraph of Article 2 of
Directive 2006/42/EC of the European Parliament and of the Council shall, where a
hazard relevant under that under the Directive exists, also meet the essential health and
safety requirements set out in Annex I to that Directive to the extent to which those
requirements are more specific that the general safety and performance requirements set

out in Chapter II of Annex I to this Regulation” [132]. According to this, manufacturers
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must specify whether their products can also be categorized as machines and thus
comply with the MD as well. A detailed definition of what constitutes a machine
is provided in the MD and it can assist manufacturers with distinguishing whether
their device can also be classified as a machine. A basic feature of a machine is the
accessibility of the movable parts, thus wearable robots and exoskeletons fall into the
category of machines as well.

EHSR are applied for medical devices when the hazard is related and it is not covered
by the essential requirements of the MDD, or is only partially covered. Requirements of
Machinery that can be considered applicable to medical devices that meet the definition

of machinery — thus, exoskeletons as well — are listed in Figure 5.13.

Essential Health And Safety Requirements of
MD 2006/42/EC
that are applicable to Medical Devices
Essential Health And Safety Requirements (EHSR)
1.1.1 Definitions
1.1.4. Lighting
1.1.8 Seating
1.2.2. Control devices
1.5.4 Errors of fitting
1.6.1 Machinery maintenance
1.6.2. Access to operating positions and servicing points
1.6.3. Isolation of energy sources

Supplementary EHSR To Offset Hazards Due To The Mobility Of
Machinery

3.1.1 Definitions
3.4.5 Means of access
3.6.2 Markings

Supplementary EHSR To Offset Hazards Due To Lifting Operations
4.1.1. Definitions

Figure 5.13 Applicable EHSR of the Machinery Directive (2006/42/EC) to Medical
Devices

This is very significant, since the MD dates to 2006 and does not take account of
the updates concerning ISO 12100:2010 on machinery safety and ISO 13482:2014 on
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personal care robots [193]. In the case of exoskeletons, it is required to comply with
both medical device and machinery regulations, depending also on the application
domain they are sold for, such as industrial, medical, or personal care [184]. Thus,
if there are related hazards connected with the product’s classification as a machine,
manufacturers must assess the EHSR in line with the provisions described in the MD.

The MD applies to various products. Annex I of the Directive enumerates about
fifty Essential Health and Safety Requirements, a number of which can instantly be
overlooked, since they are obviously not relevant to medical devices. This leaves around
twelve requirements that can be considered applicable, although the definite number of
requirements will differ depending on the product. Understanding all the EHSRs in the
MD, as well as which ones apply to specific devices, can be a hard and time-consuming
work [186]. Thus, efforts to develop guidelines for the manufacturers to clarify which
requirements from the MDD and MD can be applicable to exoskeletons can be really

helpful and time saving.

Legal Standards and Robotic Technologies

Through a more comprehensive and transparent regulatory framework, the EU reg-
ulations are aiming to enhance safety and quality in the market while incentivizing
innovation in the field.

The above-mentioned regulations usually require that the manufacturer demon-
strates product safety. This is typically performed by applying (voluntarily) interna-
tional standards. These standards provide secured methods for implementing certain
features in technology, such as procedures on how to implement, analyze, and demon-
strate safety of new devices before they enter the market [184]. There is a variety
of standards which are formed and adapted for particular purposes. These include
international standards set by the International Organization for Standardization (ISO)
and the International Electro-technical Commission (IEC) that have an important role
as they are made up of international networks of national standard bodies. Standards
are optional, but they can be mentioned or integrated in regulations. The Conformity
Assessment to the relevant regulations should use credible service providers and uphold
global principles [190].

However, at this time, there are only a few specified standards available and no
specific testing methods for Wearable Robots [184]. For instance, product safety for
medical devices that are classed in Medical Electrical Systems is technically defined in
the IEC 60601-1 [194], which is a large family of standards for specific categories of

medical devices. Wearable Robots meant for commercial use would normally have to be
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compliant with this standard in order to guarantee they are safe for use. The publication
of ISO 13482 [195] concerning “Robots and robotic devices - Safety requirements for
personal care robots” is one of the first specific steps towards this direction that
is relevant to Wearable Robots, since it covers exoskeletons-like robotics under the
type “restraint-type physical assistant robots” [184]. The application of ISO 13482 is
generally advisable and highly recommended for the marketability of a personal care
robot since it provides a substantiation of conformity with European Directives. By
developing a wearable robot in compliance with this new standard, a designer can
easily obtain a CE marking [192]. However, ISO 13482:2014 does not apply to robots
as medical devices, and currently the majority of exoskeletons have been developed for
medical applications.

Those directives and standards do not cover many of the explicit and complex issues
related to emerging robotic technologies, namely human-robot interactions and the
autonomous decision-making. The European Parliament recently initiated a discussion
on an EU-wide legislative action, focused on civil law rules on robots [181]. This
discussion aims to present law-making suggestions to secure a standard level of safety
as well as to fully exploit the economic potential of robotics. The European Commission
is organized to tackle matters of safety, liability, privacy, and the influence of robotics

on workplace, health, industry, and environment [181].

Exoskeletons

Exoskeletons are devices that aim to interface with the human and assist with the
recovery of the walking function compromised due to sensory and cognitive deficits.
Repetitive training using such technological aids assists the human nervous system to
create alternative neuron paths to replace the damaged ones [196]. Up to the present
time, most of exoskeleton research has concentrated on medical applications of exoskele-
tons, such as rehabilitation and supporting mobility to physically disabled or injured
persons (caused by various reasons such as spinal cord injury, neurological disorders,
stroke, etc.) [197]. Medical exoskeletons are used in rehabilitation and healthcare
centers supervised by medical experts [198]. Assistance-as-needed rehabilitation ex-
oskeletons aim to help users regain functional abilities through repetitive exercise with
progressively reduced assistance [196]. Representative examples of lower limp mobile
rehabilitation exoskeletons include: the Wearable Walking Helper, the Honda:SMA, the
MIRAD, and the LOPES [196]. Representative examples of active upper limb wearable
exoskeletons include: the NeReBot, the Armeo Power, the full-body Recupera-Reha
exoskeletal system, the SymbiHand, and the SaeboGlove [196].
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However, exoskeletons can also be used to support regular tasks of daily life (such
as walking, lifting heavy items, using stairs, and general movement) if the physical
capabilities of a person have been impaired, as well as for augmentation of physical
abilities [190]. Exoskeletons developed for rehabilitation can be used in other contexts
as well, and vice versa [198]. Indeed, exoskeletons can be used for rehabilitation of
patients (i.e., medical) and additionally for assisting healthy users to lift heavy objects,
i.e., non-medical. However, there are cases in-between that are not very clear, like an
assistive device for supporting the mobility of elderly [199].

It is essential to be aware of what is emerging in a regulatory sense (i.e., new
regulations, ISOs, etc.), so that the accurate risk assessment and the applicable
safety standards (either for medical device or machine) can be enforced [190]. Some
exoskeletons will be categorized and thus regulated as medical devices instead of
machines, and this poses a borderline question (i.e., which category they should
belong to, medical or non-medical) since they might have to comply with different
regulations. The ISO/IECs for medical and non-medical exoskeletons are not the same
and each must be followed respectively for successful marketing [199]. For medical
exoskeletons aimed at rehabilitation, such regulations are currently under development
by IEC SC62D and ISO TC299 JWG36, while the already published ISO T(C299
WG2 applies to non-medical exoskeletons like physical assistant robots [191, 184]. As
mentioned, the scope of ISO 13482 does not include medical applications which, based
to MDD, concerns medical robots that perform tasks such as diagnosis, prevention, and
monitoring or treatment of diseases [191]. Consequently, this could mean that obtaining
the ISO 13482 certification might not be necessary if robots are to be compliant with
the MDD [199].

The issue here is how this borderline between medical and non-medical wearable
robots can be clearly-defined. Where robots offer services that may be considered
medical as well as non-medical, then (regardless of the manufacturer’s declaration
concerning the intended use of the product) the device in both cases should be compliant
with the MDD as described in the latest version of the regulation. This might be the
case for exoskeletons: although they can have applications both in rehabilitation and
in daily-life tasks, in both cases they will have to comply with the MDD [191].

Classification of Exoskeletons

Exoskeletons — in order to be legally placed on the market — are required to obtain
the CE certificate. There are several regulatory bodies globally with a different

purpose, procedure and application [200]. This can be a source of confusion for
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manufacturers [201]. In the USA, powered exoskeletons (i.e., a category of device
intended to assist paralyzed users recover the function of walking) have been formally
classified as a Class II device with special controls by the FDA [202]. In the European
Union, there is no central government organization to publish certificates.

Various enterprises developing lower limb exoskeletons state that their device has
already been approved as medical under the existing regulations. Such cases are
the “HAL for Labor/Care Support” by Cyberdyne, that obtained ISO 13482:2014 as
wearable robot, the “Medical Robot Suit HAL,” that obtained a CE marking under
the MDD, the ReWalk from ArgoMedical categorized as a class II (USA) medical
device, the Rex Bionics as Class I (EU, USA, and Australia) for rehabilitation use,
and the EksoLegs from Ekso Bionics as Class I (USA and Australia) and Class Ila
(EU) for rehabilitation use in hospitals. Nevertheless, the information provided is brief
and deficient, making it hard to get a clear view of the precise compliance procedure
required for exoskeletons under existing international regulations. There is a necessity
for harmonization, standardization, and rationalization of licensing procedure around
the world [201].

5.3.2 ExosCE Rules with RuleML

Legal and safety aspects create a huge motivation for explainable Al systems (i.e.,
systems that the results of the decision-making can be understood by human experts).
Legal-AI models are often rule-based [177, 175, 162], such as the presented formalization
for ExosCE Rules in PSOA RuleML. In this section, we present a sample case study
on commercializing wearable exoskeletons for rehabilitation with PSOA RuleML to
highlight the basic modeling of medical exoskeletons. The aim of this recommendation
is to provide a computational guidance: with the classification of exoskeletons based
on MDD; the Conformity Assessment including both the Essential Requirements of
MDD and the EHSR of the MD; and the marketability procedure in order to obtain
the CE marking. Some explanatory parts of the code are used for the route through
the compliance procedure (more can be found in Appendix .4).

In the first part of the formalization, the 22 rules are expressed with a three-
level-deep description of medical device characteristics, abbreviated with (informal)
three-symbol categories [48, 49]. The relational conclusion argument ?m becomes the
OID (Object IDentifier) of the class :MedicalDevice of a frame with :kind, :use,
and :specificCase slots. An effective way to modify the translation of the legal text
into rules is to add exceptions (specific cases) to the more generic rule, so as to create

separate sub-cases of the generic rule.
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One clause is used for each category of the rules, formed as the example below
which formalizes the sentence “All active therapeutic devices intended to administer or

exchange energy are classified as class 1la” [132].

% Rules for Active Devices - Rule 9
% Active therapeutic devices intended to exchange
or administer energy.
Forall 7m (
:CategoryOfMedicalDevice(?m :A9a) :-
?m#:MedicalDevice(:kind->:Active
:use—>:Therapeutic

:specificCase->:Energy))

The condition’s predicate :MedicalDevice is a frame atom, where the hash infix #
denotes class membership by typing an OID with its predicate, while the arrow infix,
“=>” pairs each predicate-independent slot name with its filler.

In the second part of the formalization, the aforementioned categories are connected
with the class they reside in, forming an ‘Or’ branch (disjunction). The predicate
:Category0fMedicalDevices is a relationship that links the exoskeleton with the
relevant category of medical device. The generated categories are indicated by three
letters which denote the three levels of the categorization, e.g. :A9a, where A denotes
an Active device, 9 denotes Rule 9, and a denotes the specific case ‘a’; i.e. :Energy.
For the explanation of this formalization, the rest of this section will focus on category
A9a (to which exoskeletons belong, e.g., Eksolegs), while “[...]” denotes that some
code fragment has been omitted to conserve space. Some of the categories in Class Ila,

where :A9a belongs, are expressed in the following example:

% Classification Grouping: Class IIa
Forall 7m (
:IsClassifiedIn(?m :ITa) :-
Or (:Category0fMedicalDevice(7m :A9a)
:Category0OfMedicalDevice(?m :A10)
:Category0fMedicalDevice(?m :A11) [...]

In the third part of the formalization, the process required for a medical exoskeleton
to be marketable is described. The different class-based routes for the Conformity
Assessment of exoskeletons are depicted in Figure 5.14. The following rules are

relational, on the Datalog level of expressiveness’®.

38That is predicates that only have a variable, 7m.
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% Requirements for all Classes
Forall 7m (
:MarketableMedicalDevice(?m) :-

:HasCEwithNBN(?7m) )

Forall 7m (
:HasCEwithNBN(?m) :-

:Declaration0fConformity(?m))

In Class Ila, as described in the example below, all the conditions of the ‘And’ relation

must be fulfilled to obtain the :DeclarationOfConformity.

Forall ?m (:DeclarationOfConformity(?7m) :-
And(:IsClassifiedIn(?m :IIa)
:AppointingAnEAR(?m)
:ConformityAssessment (:device->?m :technicalFile->:True
:vigilanceSystem—>:Required
:harmonizedStandards->:NonRequired)
:QualityAssurance(?m)

:ManufacturingRequirements(?m))

In the fourth part of the formalization, all 64 Essential Requirements of MDD (as
described in Annex I Chapter II), are encoded. The following example presents part of

the code presenting the main headings of the Essential Requirements.

Forall ?m (:MDDManufacturingRequirements(?m) :-
And (:ChemicalPhysicalBiologicalProperties(?m) % p.10 %
:InfectionMicrobialContamination (7m) % p.11 %
:SubstancesMedicalProductOrAbsorbed(?m) % p.12 %
[...]
:RisksByDevicesSupplyingEnergyOrSubstances(?m) % p.21 %
:DevicesForUseByLayPersons(?m))) % p.22 %

In this part of the guideline, twelve EHRS of the MD that are applicable to Medical

Devices are also added.

Forall ?m (MDManufacturingRequirements(?m) :-
And (:DefineGeneralTerms0fMD(?m :Checked) % p.1.1.1 %
:Lighting(?m :Checked)? p.1.1.4 %
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Figure 5.14 Class-based Requirements for Exoskeletons Marketability
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:SeatingASIntegralPart(?m :Checked) % p.1.1.8 %
:ControlDevices(?m :Checked) hp.1.2.27
[...] )

In the last part of the formalization, data for specific exoskeletons were added
directly in the KB. An example of an exoskeleton fact, i.e., EksoLegs, is encoded as

below.

:EksoLegs#:MedicalDevice(:kind->:Active
:use—>:Therapeutic
:specificCase->:Energy)
:AppointingAnEAR(:EksoLegs)
:ConformityAssessment (:device->:EksoLegs
:technicalFile->:Yes
:vigilanceSystem—>:Yes

:harmonizedStandards->:No)

A User-friendly Interface for the Essential Requirements Checklist

In addition to representing the European regulations precisely enough to determine
whether the necessary requirements within the scope of the CE-registration procedure
would be compliant with law, this development aimed at a formalization that could be
verifiable by lawyers, medical experts, and programmers alike. For this reason we also
provided a tool to translate the safety requirements from MS Excel format to PSOA
RuleML code, so that the non-technical users can be able to read and understood
PSOA RuleML language and presentation syntax.

ExosCE Rules is implemented in PSOA RuleML programming language and in the
open source engine PSOATransRun, currently in version 1.5. MS Excel worksheet can
be utilized to create the user’s checklist of the Essential Requirements for Conformity
Assessment of the exoskeleton. The most important benefit is the usability of MS Excel
due to the fact that many users find it more usable than programming languages for
computational tasks. Thus, one of the objectives of Excel was to bring the advantages
of additional programming language features to a system that is often not recognised
as a programming language.

The user interface employs an Excel spreadsheet with pull down menus to provide

all possible options for the requirements. Additionally, there are input messages which
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are shown when the cell is selected, to provide brief instructions for each requirement
as described in the directives (See Figure 5.15).

A script in Python translates user inputs of the Essential Requirements for the
Conformity Assessment from the cells of the Excel to PSOA RuleML code.

EEH9~ ™= requirements.xlsx - Microsoft Excel - O X
m Home Insert Page Layout Formulas Data Review Wiew (=] 9 o 2 ER
B pu; |G| Connections E T K Clea = E#E =~ @ Group * =
’ \Q % Properties b e & Reapp ] @ Ungroup ~ =%
Get External  Refresh R Z| sort Filter ‘é Textto Remove .. | .
Data~ All- = Edit Links %7 advanced | Columns Duplicates =2~ | [ Subtotal
Connections Sort & Filter Data Tools Outline u
E2 - J< | Ingress Of Substances v
A B T D E E G
1 # PSOA Predicates Design ContaminantsResidues MedicinalProducts IngressOfSubstances SizePropertie Substances—
Size and Substances
Contaminants Medicinal Ingress Of Properties Of|Design
2 0D Design |Residues Products Substances Particles Manufacture
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4 |RexBionics 105:- .
Devices shall be designed
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8 the unintentional ingress of
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10 =
1
12
13
14
15
16
17
18
19
20
2
22
23
24 I
25 5
AL R
M 4 » v | Sheetl ~Sheet2 ~Sheet3 %1 T4 m | 1]
Ready | |‘@@E 100% ‘E" L ":'E:'

Figure 5.15 Checklist of the MDD and MD safety requirements in MS Excel

ExosCE KB executes reasoning and generates answers based on users queries in
PSOATransRun. In a future work, an online version of ExosCE can also become avail-
able to enable exoskeletons developers to add exoskeletons facts and check compliance
requirements.

In the future, we plan to introduce a user-friendly online tool for the requirements
checklist that will use the PSOATransRun reasoner and the ExosCE KB as a back-end.
Moreover, we can incorporate possible future ontologies (using PSOATransRun’s built-
in N3 to PSOA translator [203]) or databases for Medical Devices and Exoskeletons,



112 Formalization of Ethical and Legal Al Systems

enriching our KB. These KBs could be extended to support additional requirements
e.g. from ISOs, so that a medical device or an exoskeleton can be checked against all
requirements. Part of our future interest is to disseminate this tool to stakeholders
(robotic companies, lawyers, researchers, medical experts, etc.) through European
robotic-related networks (such as Cost Actions, Horizons, Erasmus, etc.) as well as
to utilize it in multidisciplinary courses for technical and non-technical students in

medical, engineering and legal fields.

Query Answering on ExosCE Rules by PSOATransRun

To obtain the category of an exoskeleton, the following deductive query is employed,

binding the answer to the output variable 7g.

> :CategoryOfMedicalDevice(:EksoLegs 7g)
7g=<http://psoa.ruleml.org/usecases/MedicalDevices#A9a>

Using the top-level predicate :IsClassifiedIn a query can be made regarding
whether an exoskeleton, e.g. :IsClassifiedIn(:EksolLegs :IIa), belongs to a spe-
cific class, i.e. Ila (Answer: Yes).

Abstracting this query (e.g., the constant :IIa becomes the variable 7c), the gener-
alized query :IsClassifiedIn(?m ?7c) could also be posed, to deduce all exoskeletons
and their corresponding classes, using two output variables (?m and ?c).

More queries can be made on the marketability and conformity requirements
of exoskeletons. In the example of :EksoLegs represented by the code :MDN0310b,

PSOATransRun returns a ‘Yes’-answer in the following queries.

:IsClassifiedIn(:EksoLegs :IIa)
:RegisterWithTheECA(:EksoLegs)
:AppointingAnEAR(:EksoLegs)
:DeclarationOfConformity(:EksoLegs)
:HasCEwithNBN(:EksoLegs)
:MarketableMedicalDevice(:EksoLegs)

% Answer for all: Yes Y%

A query on all marketable exoskeletons can also be made, using e.g. the input variable
7m, by posing the query :MarketableMedicalDevice(?m). Moreover, all exoskeletons
that satisfy one or more specific marketability requirements can be obtained as shown

below (where part of the namespace is omitted to conserve space) and in Figure 5.16.



5.3 Legal Decision Making on Wearable Robots Regulatory Compliance 113

BN C:\Windows\System32\cmd.exe - java -jar PSOATransRunLocal jar -x "Ch..  — O X
'ersion 18.6. 3
poration.

~ PSOATransRunLocal.jar
onsRules.psoa -a

Enter Quer

:Half'—'bleﬂedluleerll e(?m)

.ruleml.
.ruleml.c

Figure 5.16 Queries in PSOATransRun

> :MarketableMedicalDevice(7m)

Answer(s):
?m=<.../MedicalDevices#RexBionics>
7m=< /Med1calDev1ces#EksoLegs>

The complete KB coupled with the database source, the excel sheet for the require-
ments’ checklist, the Python script for converting the database in to a PSOA RuleML
code, and a Readme File can be found at http://users.ntua.gr/salmpani/ExosCE/.

Concerning PSOATransRun and the query-answer process of our formalization,
the query examples indicate that in both typical and complex queries the answers
provided by PSOATransRun were accurate and the results can be validated by a human
with audit trails, which is a critical parameter in the medical sector. The queries
are posed at a KB which integrates object and relational modeling. However, there

are some limitations on the kinds of queries that can be answered. One limitation is


http://users.ntua.gr/salmpani/ExosCE/
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that even though PSOATransRun can retrieve all compliant medical devices (for, e.g.,
a specific marketability requirement), it can not retrieve all non-compliant devices.
Similarly, it is not possible to retrieve all requirements that need to be fulfilled in order
to establish the compliance of a device. Another query limitation in the taxonomy
is that even though in the bottom-to-top direction it is possible to ask about all the
upper categories from a lower instance level (i.e., medical device product UDI), in the
opposite direction, only the instances of the lowest level can be obtained, without the
middle levels. The run-time performance of PSOATransRun has also been evaluated.
For our testing laptop (Intel Core 2 Duo P7550 2.26GHz CPU, 4GB RAM, running on
Linux) query answering was instantaneous for the provided data set, which includes 55
categories in the KB and more than 150 examples of products in the taxonomy, even

with queries with three different variables, as in the example below:

And(:DeclarationOfConformity(?m) :QualityType(?m ?q)
:IsClassifiedIn(?m 7c))



Chapter 6
Conclusions

A proving process requires a dialogue between agents to clarify obscure inference steps,
fill gaps or reveal implicit assumptions in a purported proof. Hence, argumentation is an
integral component of the discovery process for mathematical proof. This thesis presents
how argumentation can be applied to describe dialectical and conflicting features in
the development of proof-events (as described by Goguen), highlighting the relation
between proof, human reasoning, and cognitive processes. The aim was to develop
an extended version of proof-events calculus build on logic-based argumentation in
order to make proof-events more competent to formalize both the internal and external
structure of a cooperative mathematical practice.

We presented the Argumentation-based Proof-Event Calculus (APEC), a calculus
defining argumentation-based proof-event, argument moves, and temporal predicates,
and we analyzed them in terms of levels of argumentation. This enables us to model
conflicting arguments or unresolved moves, similarities and contradictions in multi-agent
dialogues, the social collaboration between provers and interpreters, the controversy
of previously accepted proofs, and so on, aspects that are often unseen or ignored in
traditional mathematical models.

The original contribution of this thesis is that this calculus is formal, practical,
and has the expressive power to represent real mathematical proving. We suggested a
model for multi-agent proving, where problem-solving is implemented as a cooperative
discovery proof-event. The model provided the analysis of the step-by-step components
(argumentation-based proof-events) of mathematical practice, distinguishing the process
of searching for proof (informal proving) from the final product of this process (formal
proof). The combination of proof-events-based theory and logic-based argumentation
makes it possible to dive into the micro-structure of the proving process — as in the

case of Zero Knowledge Proof Events — which allows us to also track the informal
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aspects of conveying mathematical information at all steps of proving, as well as in
the external structure of the proving, highlighting the social roles and the interactions
of the contributors, as in the case of Fermat’s last theorem and MiniPolymath4. We
also developed an ethical extension of this calculus named Moral Argumentation-based
Proof-Event Calculus (MAPEC), presenting a scenario that formally engineers the
ethically correct behavior of medical robots.

Another contribution of this work covers the rapidly evolving area of medical devices
and exoskeletons and their related regulations so that the current legal framework
and the future challenges can be understood and addressed. It has demonstrated a
formalization of medical devices and exoskeletons regulation as part of a logical KB
leading to a computational decision model in Logic Programming languages. This
executable formalization was tested by implementing queries and evaluating the answers
retrieved. The resulting KB is capable of answering queries regarding the classification
and marketability of medical devices aiming at compliance with the Regulation (EU)
2017/745. This has created an initial opportunity for decision support using this rule
formalization via formal query, analysis, and proof, as well as permitting translation to
other formalisms.

For medical companies, there is a continuous necessity to balance compliance,
quality, and agility, thus there is a need for automation of procedures to facilitate and
expedite the necessary time to obtain pre-market approval and allocate medical devices
products to the market. These prototypes are publicly accessible, allowing anyone to
try the system and view the AMeDC, the Medical Devices Rules, and the ExosCE
code source (see the Appendixes). In addition to representing European regulations
precisely enough to determine whether the necessary requirements within the scope
of the CE-registration procedure would be compliant with law, this development
aimed at a formalization that could be verifiable by lawyers, medical experts, and
programmers alike. For this reason, a great effort was made to formalize the law so that
the presentation can be read and understood section by section. This can contribute
to the effort of unifying legal frameworks evolved to a computational format, as part
of legal-informatics efforts.

The developed theory combined with the described use cases demonstrated the
applicability and effectiveness of the proposed methodologies, either explicit in the
area of formal and informal mathematical discovery or implicit in the area of legal and

ethical aspects of medical devices and wearable robots.
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Mini-Polymath and AMeDC KB in

Argumentation

.1 The detailed formalization of Mini-Polymath in
APEC

“The liar’s guessing game is a game played between two players A and B. The rules of
the game depend on two positive integers k and n which are known to both players. At
the start of the game, A chooses two integers x and N with 1 <x < N. Player A keeps
x secret, and truthfully tells N to player B. Player B now tries to obtain information
about = by asking player A questions as follows. Fach question consists of B specifying
an arbitrary set S of positive integers (possibly one specified in a previous question),
and asking A whether x belongs to S. Player B may ask as many such questions as he
wishes. After each question, player A must immediately answer it with yes or no, but
is allowed to lie as many times as she wishes; the only restriction is that, among any
k+1 consecutive answers, at least one answer must be truthful. After B has asked as
many questions as he wants, he must specify a set X of at most n positive integers. If
x belongs to X, then B wins; otherwise, he loses.”

Object level arguments (the statement of the problem):
, Where:
® = (The liar’s guessing game.)
c1 = (If n > 2F then B can guarantee a win.)
co = (For all sufficiently large k, there exists an integer n > 1.99% such that B cannot

guarantee a win.)

Happens(eraa, fo,t1) — Initiates(erca, fo,t1)
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First-level priority arguments (First attempts):
Support(ercai,es3) — Elaboration(epgai,es)
Support(eraat,es) — Elaboration(epaai,eq)
, with

= (The fact that player A has to choose the number N at the beginning of
the game is intriguing. The number of possibilities for x is originally N, so it would
seem like large N would make the game harder for B. I suspect that B can counteract
the difficulty by asking many more questions for large N than small N.)

, with

= ( Ramsey Theory ).

Second-level Arguments (Induction):

, with

= (Induction with respect to N.)
Initiates(eg, f2,t6) — support(es,tr,)
support(eg,tr,) = Equiv(eg,e12) U Elab(es, Seg, ) U Elab(es, Seg,.)
FElab(eg, Seg, ) = (It seems to me that if we could ask a series of questions to guarantee
that « falls inside, say, [0, N /2], then we could reduce to a previous case, but once we
find such a series of questions we more or less have solved the problem.)

FElab(eg, Seg.) =( It suffices to prove it for N =n+1. See comment 12 (i.e. e12).)

Third-level Arguments (Guessing answers of B):

= (®7 :B cannot guarantee the win, ¢7: it can be “always win” for A)
(this proof-event can be implied from the problem.)

= (®2: Since there is a possibility that B would win the game simply by
guessing, ¢-:there is no “always win” for A)
Rebutting(e3,e7) : rebut(ek, e7) — —concl(e7) and
attack(es, e7) — Rebutting(es,er), where
concl(e7) = (“always win” for A).
Terminates(er, f3,tr,) — attack(ek, er)
Argument ¢y adds an observation on the warrant of ergg, -

= (®g: For the first part, proving for n = 2¥ suffices. The first approach
that comes to my mind is to induct on k, cs: c¢rgg, ) with warrant = ( proving for
n=2F)

= (Pg: B can as well ask questions in “rounds” of k+ 1 questions, ¢o: then,
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each round is guaranteed to have at least 1 correct answer)

, with = (While this is true, it is not very constructive. Player A
can just answer about half truth and half lies, making this strategy hard to implement.)
Undermining(eg,eq) : Undermin(eg,eq) — —prem(eg) and
attack(e, eq) — rebut(ef, eq)

Thus, Terminates(eg, f3,t1,) — attack(e3,er)

Fourth-level arguments (proof for £ =1):
=(P9: So for k=0 any version of binary search works, ¢|: The next
step should be to find the strategy for k = 1,n = 2), where
, since the contributor claims “I first thought I have found the strategy,
but it doesn’t work.”
=( : I am working on this case too. Here player A can never
tell two lies in a row. Here is a little observation I have made. Let Q1, and Q2 be
questions that player B can ask, and I will use the notation like:
Q’s: Q1 Q2 ... A’s: LT ... To denote that we asked Q1, then Q2 and we received a lie
and a truth respectively (of course, B doesn’t know which),

: Here is a cute little lemma: If B asks Q1 Q2 Q1, then A must give the same
answer for Q1 both times it is asked, or else tell the truth for Q2. Proof: There are 5
possible ways A can answer. LTL, LTT, TLT, TTL, TTT. From here we see that if
the answers to Q1 are different, then the only possibilities are LTT and TTL, in either

case the answer to Q2 must be true.).

=( : Let Q1,Q2 be questions. If player B asks the sequence of
questions Q1 Q2 Q1 Q1 and gets answers A1 A2 A3 A4 (each Ai is either an L (lie) or
a T(truth)) [...], : Then player A is forced to reveal one of the following pieces of

information to player B. (i.e. player B will know which of them is true.): i) A2 =T,
ii) A3 = A4 =T, iii) A2 = A4. By the last lemma for the sequence of questions Q1
Q2 Q1, player B knows that either A2=T or the answers to the first three questions
are LTL, TLT, or TTT [...]. I think the second lemma can be used to make a binary
search by making Q1 = half the numbers, Q2= the other half of the numbers).
support(e1p,e1o,) — Elaborate(e1, Seyo, ),

support(eio,e10,) = Elaborate(eio, Se,q, )

prem(Se,,, )=(If Player B asks the same question twice in a row and the answer is the
same both times, then it must have been true both times)

prem(SelOb):<“Let Q1,Q2 be questions. If player B asks the sequence of questions Q1
Q2 Q1 Q1 and gets answers AjAs A3Ay (each A; is either an L (lie) or a T (truth)).



136 Mini-Polymath and AMeDC KB in Argumentation

Then player A is forced to reveal one of the following pieces of information to player B.
(i.e,. player B will know which of them is true.”))
Initiates(eio, fa,tr,) — support(eio,eio, ) U support(eig,eio,)

(continues for comments 11-15)

Higher-lever Arguments (proof of LGG1):
, where
=( We can assume N = 2F +1,n =2 Tt means that 2 has at most
k+1 binary digits (k+ 1 digits only for n =2*): © =byby...bp11. Then we can keep
asking if by is 1, there are two possibilities.
, where

= ( k+1 times we get the answer NO, then we exclude the number 10 ...0

=(There is a YES answer. Then we stop asking about b; and ask bs = 1,b3 =
1...bg11 =1.) After we are done we can exclude the number for which all the last k+1
answers would have been lies whose first digit is 0 (because of the YES answer).)
support(eig, e16q) — equivalent(eyg, €164), Wwhere
=(Another way (which seems to solve the first question). We ask the sequence
of question );: “Does b; =177 in a row. That makes k+ 1 questions. Then we must
have at least one of the digits right. In particular, let y =c;...cgy1 be such that ¢; =0
if the answer to A; is Yes, and ¢; = 1 if the answer to A; is No. Then x # y. We have
excluded a possibility, which by the reduction of comment 15 is enough.)
Rebutting(eis,, €16, ) : rebut(elq,, e16,) — —concl(eig, ), where
=(Which number will you exclude in that case? (It might not be in the range)),
and
attack(el,,e16,) — Rebutting(elg, , €16, )
ActiveAt(eie,, fn.tL,) — support(eis,,ei6,) U support(eis,,eie,), with
support(eie,,e16,) — Elaborate(eie,, Seyq, ), and
support(eie,,ei6,) = Elaborate(eis,, Se,,,), Where
=(When ¢; = 1, then the number might be out of the range.)
=(I'm not sure I totally understand your argument, but your argument lead me
towards the following:
Let B; be the subset of {0,---, N —1} with 0 as the i*" digit in their binary expansion
(note we're leaving out one member).
Let B ask By,---, By in that order, and let b; be 0 if A says yes to B; and 1 else. Then
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[

let s; be the number with binary expansion agas - - - a;aj, ; - - - aj, where a;

1—aj. Now
ask {so}, -+ ,{sk} in order.

Suppose A answers at least once that z # s;, and pick the first such instance of this. Then
if z = s;, A will have lied for the last k+1 questions, i.e. Bj, Bit1, -+, Bg,{s0}, -+, {si}
So x cannot be s; and we have the required win.

On the other hand, if A always says that x = s; for any ¢, then if z was the one member
we didn’t manipulate, A lied k+1 times (all {s;} questions). So if A says that x = s; for
all ¢, then the one member we didn’t manipulate is actually not x, so we’ve discarded
one member, and B wins.)

Valid(erga,, fnstr,) — support(eie, ei6,) U support(eis, e16,) N —attack(elg, ei6)

A computational prototype of the APEC model

The combination of the Web and crowd-sourcing with structural dialectical tools -
such as APEC - can lead to significant changes in the proving practice and thus in the
perception of proofs. We believe that APEC can stay above specific system selection,
given that the system is based on logic programming, thus we present two logic-based
computational prototypes, one expressed in GorgiasB language and one in RuleML
language. This general method can be implemented in computational collaborative
environments, to indicate the added contribution of invalid steps, productive failure,
conflicts, negotiation, and cooperation in proof procedures.

The GorgiasB system has been implemented in various real-world applications
in areas such as medical support, network security, business computing, cognitive
personal assistants, etc., presenting an emerging general methodological framework
for applications of argumentation through the systematic analysis of scenario-based
conflicts [31]. Figure 1 describes a fragment of the code with explanations, while the
rest of the code can be found below. More about GorgiasB argumentation framework

and semantics can be found in [163].

% Mini-Polymath 4 (first part) in scenario-based Gorgias
<0_1, {eLGGG}, proofofLGG(happens)>

<1_1, {elLGGG, level=1}, proofofLGG(initiates)>

<1 2, {eLGGG, level=1, e3}, proofofLGG(supports)>
<1_3, {eLGGG, level=1, e4}, proofofLGG(supports)>
<1 4, {elLGGG, level=1, eb}, proofofLGG(supports)>
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Gorgias code: The different lines of the
Scenarios: A set of relations that are code of the LGG capture the criteria

used to (partially) describe the possible under which the proving of the theorem
states of the application environment. should be sought.

<l 6, {eLGGG, level=1l, e3, e4, e5}, proofofLGG (ActiveAt)>

\

6: Number of the

Option: Qualifies the

different solutions to
the application problem.

argumentation
priority level.

Figure 1 LGG problem in scenario-based Gorgias.

<1 5, {level=1, eb, ebx}, proofofLGG(equivalent)>
<1 6, {elLGGG, level=1, e3, e4, eb}, proofofLGG(ActiveAt)>

<2_1, {eLGGG, level=2}, proofofLGG(initiates)>

<2_2, {elLGGG, level=2, e6}, proofofLGG(supports)>

<2_3, {eLGGG, level=2, eba}, proofofLGG(elaborates)>

<2 4, {elLGGG, level=2, e6b}, proofofLGG(elaborates)>

<2_5, {eLGGG, level=2, ebc}, proofofLGG(elaborates)>

<2_6, {eLGGG, level=2, e6, eba, ebb, e6c}t, proofofLGG(ActiveAt)>

<3_1, {eLGGG, level=3}, proofofLGG(initiates)>

<3_2, {level=3, e7, e7x}, proofofLGG(undemining)>

<3_3, {level=3, €9, e9x}, proofofLGG(undercutting)>

<3_4, {eLGGG, level=3, e7}, proofofLGG(terminates)>

<3_5, {eLGGG, level=3, e9}, proofofLGG(terminates)>

<3_6, {eLGGG, level=3, e7, e7x, €9, e9x}, proofofLGG(clippes)>

<4 1, {elLGGG, level=n}, proofofLGG(initiates)>
<4 2, {elLGGG, level=n, el6}, proofofLGG(supports)>
<4 3, {eLGGG, level=n, el16}, proofofLGG(valid)>

PSOA RuleML has also been used for rules formalization in other use cases, such
as Port Clearance Rules [162], Air Traffic Control Regulations [163], Medical Devices
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Regulations [49], and Exoskeletons Compliance [204], providing evidence that PSOA
RuleML is well-suited to express real-world texts. Details of PSOA RuleML syntax,
terms, and PSOATransRun can be found in [162].

% Mini-Polymath 4 (first part) in logic-based PSOA RuleML
RuleML (
Prefix(: <http://psoa.ruleml.org/usecases/APEC#>)

Assert(

% Rule describing the components of argumentation-based proof-events
Forall 7e 7f 7c (
proofEvent (7e) :-

7e#components (data->7f conclusion->7c))

% Rule describing the argument moves

Forall 7e(
attack(?e 7a 7t) :-

Or (undermining (proofEvent->7e attackPremises->7a time->7t)
undercutting(proofEvent->7e attackWarant->7a time->7t)

rebutting(proofEvent->7e attackConclusion->7a time->7t)))

Forall 7e(
support(?e 7s 7t) :-
Or (elaborate(proofEvent->7e elab->7s time->7t)

equivalent (proofEvent->7e equiv->7s time->7t)))

% Rule describing the temporal predicates
Forall 7e 7t (
initiates(7e 7t) :-

happens(7e 7t))

Forall 7e(
clipped(?e 7t) :-
Or (attack(?e 7a 7t)
Naf (support(?e ?s ?t)))) %Rule with Naf

Forall 7e(
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terminates(?e 7t) :-
Or(attack(?e ?a ?7t)
Naf (support(?e ?s))))  %Rule with Naf

Forall 7e(
activeAt(?7e 7t) :-
Or (support(?7e 7s 7t)
Naf (attack(?e 7a 7t)))) %Rule with Naf

Forall 7e (
valid(?7e) :-
And (happens(7e TO)
activeAt(?e Tn)))

%Facts from Mini-Polymath 4
ELGG11#components (data->FLGG11 conclusion->CLLG1)
El#components(data->F1 conclusion->C1)
E3#components(data->F3 conclusion->C3)
Ed#components(data->F4 conclusion->C4)
EbS#components (data->F5 conclusion->C5)
EbBa#components (data->Fba conclusion->Cba)
E6#components(data->F6 conclusion->C6)
E6a#components (data->F6a conclusion->C6a)
E6b#components (data->F6b conclusion->Céb)
E6c#components (data->F6c conclusion->C6c)
E7#components (data->F7 conclusion->C7)
E7x#components (data->F7x conclusion->C7x)
E9#components (data->F9 conclusion->C9)
E9x#components (data->F9x conclusion->C9x)
El6#components(data->F16 conclusion->C16)

happens (ELGG1 TO)
happens(E1 T1)

happens (E6 T2)

elaborate(proofEvent->ELGG1G elab->E3 time->T1)
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elaborate(proofEvent->ELGG1G elab->E4 time->T1)
elaborate(proofEvent->ELGG1G elab->E5 time->T1)
equivalent (proofEvent->E5 equiv->Eba time->T1)

elaborate(proofEvent->E6 elab->E6a time->T2)
elaborate(proofEvent->E6 elab->E6b time->T2)
elaborate(proofEvent->ELGG1l elab->E16 time->Tn)

undermining (proofEvent->E7 attackPremises->E7x time->T3)
undercutting(proofEvent->E9 attackWarant->E9x time->T3)
)
)

In PSOA RuleML presentation of the APEC model the levels of argumentation
are depicted through the ‘time -> T3’ predicate, where ‘T'3’ means third-level or
argumentation.

Note that the online version in https://psoademo-chatty-cat.eu-gh.mybluemix.net/
does not support the Naf (Negation-as-Failure) option, thus the three “Rules with Naf”
can be replaced without any mistake in the expected results by the following ones, if

someone wants to try the model in the online version instead of the local.

Forall 7e(
terminates(?e 7t) :-

attack(?e ?a ?7t)

Forall 7e(
clipped(?7e 7t) :-
attack(?e ?a ?t))

Forall 7e(
activeAt(7e 7t) :-

support(?e 7s 7t))

In order to interface the PSOA RuleML code with a PSOATransRun Reasoner,
you can either invoke the online - Web-based service - PSOATransRun' or the local -
downloadable executable - PSOATransRun”. Details of PSOA RuleML syntax, terms,

thttps: / /psoademo-chatty-cat.eu-gb.mybluemix.net /
2http://psoa.ruleml.org/transrun/1.4.3/local/


https://psoademo-chatty-cat.eu-gb.mybluemix.net/
https://psoademo-chatty-cat.eu-gb.mybluemix.net/
http://psoa.ruleml.org/transrun/1.4.3/local/
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and PSOATransRun can be found also at the PSOA RuleML wiki page:
http://wiki.ruleml.org/index.php/PSOA__ RuleML

Representative Queries and Answers in PSOA TransRun

% Q&A on argumentation-based proof-events

> proofEvent(7e)

Answer(s):
7e=_E7x
7e=_E1
7e=_E6a
7e=_E9
7e=_E16
7e=_E7
7e= Eba
7e=_E9x
7e=_Eb
7e=_E6
7e=_E6b
7e=_E6¢C
7e=_ELGG11
7e=_E3
7e=_E4

% Q&A on the structural components of argumentation-based proof-events
> 7et#tcomponents(data->?7f conclusion->7c)
Answer(s):

7e=_E7x 7f=_F7x 7c=_CT7x

7e=_E1 7f=_F1 7c=_C1

7e=_Efa 7f=_F6a 7c=_C6a

7e=_E9 7f=_F9 7c=_C9

7e=_E16 7f=_F16 7c=_C16

7e=_E7 7f=_F7 7c=_C7

7e=_Eba 7f=_Fba 7c=_Cba

7e=_E9x 7f= FOx 7c=_C9x

7e=_E5 7f= Fb 7c=_Cb
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7e=_E6 7f=_F6 7c=_C6

7e=_E6b 7f=_F6b 7c=_C6b

7e=_E6¢c 7f=_F6c 7c=_C6¢
7e=_ELGG11 7f=_FLGG11 7c=_CLLG1
7e=_E3 7f=_F3 7c=_C3

7e=_E4 7f= F4 7c=_C4

% Q&A on argument moves

> undermining(proofEvent->7e attackPremises->7a time->7t)
Answer(s):

7e= E7 7a= E7x 7t=_T3

> undercutting(proofEvent->7e attackWarant->7a time->7t)
Answer(s):
7e=_E9 7a= E9x 7t=_T3

> rebutting(proofEvent->7e attackConclusion->7a time->7t)
Answer(s):
No

> elaborate(proofEvent->7e elab->7s time->7t)
Answer(s):

7e=_ELGG1G 7s=_E5 7t=_T1

7e=_E6 7s=_E6a 7t=_T2

7e=_ELGG1G 7s=_E4 7t=_T1

7e=_ELGGl 7?s=_E16 7t=_Tn

7e=_E6 7s=_E6b 7t=_T2

7e=_ELGG1G 7s=_E3 7t=_T1

> equivalent (proofEvent->7e equiv->7s time->7t)
Answer(s):
7e= E5 ?s= Eba 7t= T1

> support(?e 7s 7t)
Answer(s):
?e= ELGG1G ?s= E5 7t= Tl
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7e=_E6 7s=_E6a 7t=_T2
?e=_ELGG1G 7s= E4 7t=_T1
7e=_ELGG1 ?7s=_E16 7t=_Tn
?e= E6 7s= _E6b 7t=_T2
?e=_ELGG1G ?7s=_E3 ?t=_T1
?e=_E5 ?s= Eba 7t=_T1

> attack(?e 7a 7t)
Answer(s):

7e= E7 7a= E7x 7t=_T3
?7e= E9 7a= E9x 7t=_T3

% Q&A on proof-events that elaborate/support on the second-level of argumentation
> elaborate(proofEvent->E6 elab->7s time->T2)

Answer(s):

?s=_E6b 7t=_T2

?s=_E6a 7t=_T2

> support(?e ?s T2)
Answer(s):
7e=_E6 7s=_Eba

7e=_E6 7s=_E6b

% Q&A on the temporal predicates

> elaborate(proofEvent->E6 elab->7s time->T2)
Answer(s):

?s=_E6b 7t= T2

?s= _E6a 7t= T2

> initiates(7e ?7t)
Answer(s):

7e= ELGG1 7t=_TO
7e= E1 7t=_T1

7e= E6 7t= T2

> clipped(7e 7t)
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Answer(s):
7e= E7 7t=_T3
7e= E9 7t= T3

> terminates(7e 7t)
Answer(s):

7e= E7 7t=_T3
7e=_E9 7t=_T3

> activeAt(7e 7t)
Answer(s):

?e= ELGG1G 7t=_T1
7e= E6 7t= T2

7e= ELGG1 7t=_Tn
7e= E5 7t= Tl

> valid(?7e)
Answer(s):
7e= ELGG1

% Q&A asking the level that proof-event E7 terminates
> terminates(E7 7t)

Answer(s):

7t=_T3
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.2 AMeDC in Computational Argumentation

Medical Devices Classification Diagrams

Non-
Invasive
Devlices
| | I |
Rule 2
e ChanellingOrStorin; Rulel Rule 4
1 1~>Class I g 8 ModifyingComposition ContactInInjuredSkin
- 2_1~>Class |
|
| | |
a)ConnectWithAD b)ForStoringOrgans c)BloodBags a)Implantation | a)MechanicalBarrier
2_4~>Class IIb 3_1~>Class IIb 4_1~>Class 1

2_2~>Class Ila

2_3~>Class Ila

b)Filtration
3_2~>Class Ila

c)InVitro
3_3~>Class III

| b)UsedPrincipally
4 2~>Class IIb

| ¢)ManageMicroenvironment
4 3~>Class Ila

Figure 2 Diagram of the rules categories for non-invasive devices.

Invasive
Devices

Rule 5
Notsurgically

a)Transient
5 1~>Class I

b)ShortTerm
5 2~>(Class Ila

c)LongTerm
5 3~>(Class IIb

|

Rule 6
SurgicallyTransient
6_1~>Class Ila

a) CirculatorySystem
6_6~>Class III

b)Reusablelnstruments
6_2~>Class |

c)lonization/
DeliverySystem/

BiologicalEffect
6.3, 6_4, 6_5,~>Class IIb

|
Rule 7

SurgicallyShortTerm
7_1~>Class Ila

a)CirculatorySystem/
BiologicalEffect
7_2,7_3~>Class III

b)lonization/
ChemicalChanges/
Medicines
7_4,7_5,7_6~>Class IIb

Rule 8
SurgicallyLongTerm
8_1~>Class IIb

a)Teeth
8 2~>(Class Ila

b)CentralSystems/
Implants/
BiologicalOrChemicalChange
8_3,8_4,8_5, 8_6~>Class III

Figure 3 Diagram of the rules categories for invasive devices.
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Active Devices
]
| | | | |
Rule 10 Rule 11 Rule 12 Rule 13
Thg};lee?ltic DiagnosisMonitoring SoftwareTherapeutic MoveSubstances AllOtherAD
P 10_1~>Class Ila 11_1~>Class Ila 12_1~>Class Illa 13_1~>Class I
| a)TherapeuticEnergy |  a) VisibleSpectrum . a]Pc;is}ill]))lg'Ic;?;/:;;i;lleHe a)PotentiallyHazardous
9_1~>Class Ila 10_2~>Class 1 11 2~>Class III 12_2~>Class IIb
b)lonizi b)Radiology/ b)PossibleSeriousHealth
)lonizing CentralSyst T ——
9 2~>Glass IIb — entralSystems — eterioration
- 10_3, 10_4~>Class 1Ib 11.3~>Class IIb
c)ConnectingWithImplantables c)OthersSoftwares
9 3~>Class I1I 11_4~>Class [

Figure 4 Diagram of the rules categories for active devices.

Devices with
Special Rules

Rule 14 Rule 22
: Rule 15 Rule 17 Rule 18 Rule 20 2
Substance | Semmtmmemiued  Dismfecting g Derivatives UL Ty oblaton - SUSRL e
14 1~>Class I 15_1~>Class IIb 17_1~>Class Ila 18_1~>Class III 20_1~>Class Ila 22 1~>Class I1l
a)ContactLenses/ . a)Metabolism/
: ; a)HighExposure
Implantabl _l InvasiveDevices : : Stomach
f’g_;“ ij;llais I?l 16_1~>Class IIb 19_1~>Class il a)]il()fegiii E:::‘g 21_1,21_3~>Class Il
b)MedicalDevices b)LowExposure b)OnCavities
16_2~>Class lla 19_2~>Class IIb 21_2~>Class lla

c)Negli%lila eleExpos c)NegligibleExposure

19_3~>Class lla 21_4~>Class ITb

Figure 5 Diagram of the rules categories for devices with special rules.
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% For the original text of the classification rules MDR see (page 141):
% https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/7uri=CELEX:32017R0745

%Medical Devices Classification Code
%Rules for Non-Invasive Medical Devices

% Rule 1

<1 1, {nonlInvasive}, class(i)>

% Rule 2

<2_1, {nonInvasive, chanellingOrStoring}, class(i)>

<2_2, {nonlInvasive, chanellingOrStoring, connectedWithAD}, class(iia)>
<2_3, {nonlInvasive, chanellingOrStoring, forStoringOrgans}, class(iia)>

<2_4, {nonlInvasive, chanellingOrStoring, forBloodBags}, class(iib)>

% Rule 3
<3_1, {nonlInvasive, modifyingComposition, implantation}, class(iib)>
<3_2, {nonlInvasive, modifyingComposition, filtration}, class(iia)>

<3_3, {nonInvasive, modifyingComposition, inVitro}, class(iii)>

% Rule 4
<4 1, {nonlInvasive, contactInjuredSkin, mechanicalBarrier}, class(i)>
<4 2, {nonlnvasive, contactInjuredSkin, usedOrincipally}, class(iib)>

<4_3, {nonlInvasive, contactInjuredSkin, manageMicroenvironment}, class(iia)>
%Rules for Invasive Medical Devices

% Rule 5
<5_1, {invasive, notSurgically, transient}, class(i)>
<5_2, {invasive, notSurgically, shortTerm}, class(iia)>

<5_3, {invasive, notSurgically, longTerm}, class(iib)>

% Rule 6
<6_1, {invasive, surgicallyTransient}, class(iia)>

<6_2, {invasive, surgicallyTransient, reusableInstruments}, class(i)>
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<6_3, {invasive, surgicallyTransient, ionization}, class(iib)>
<6_4, {invasive, surgicallyTransient, deliverySystem}, class(iib)>
<6_5, {invasive, surgicallyTransient, biologicalEffectl}, class(iib)>

<6_6, {invasive, surgicallyTransient, circulatorySystem}, class(iii)>

% Rule 7

<7_1, {invasive, surgicallyShortTerm}, class(iia)>

<7_2, {invasive, surgicallyShortTerm, circulatorySystem}, class(iii)>
<7_3, {invasive, surgicallyShortTerm, biologicalEffect}, class(iii)>
<7_4, {invasive, surgicallyShortTerm, ionization}, class(iib)>

<7_5, {invasive, surgicallyShortTerm, chemicalChanges}, class(iib)>

<7_6, {invasive, surgicallyShortTerm, medicines}, class(iib)>

% Rule 8

<8_1, {invasive, surgicallyLongTerm}, class(iib)>

<8_2, {invasive, surgicallyLongTerm, teeth}, class(iia)>

<8_3, {invasive, surgicallyLongTerm, centralSystems}, class(iii)>
<8_4, {invasive, surgicallyLongTerm, implants}, class(iii)>

<8_5, {invasive, surgicallyLongTerm, biologicalChange}, class(iii)>

<8_6, {invasive, surgicallyLongTerm, chemicalChanges}, class(iii)>

%Rules for Active Medical Devices

% Rule 9
<9_1, {active, therapeutic, therapeuticEnergy}, class(iia)>
<9_2, {active, therapeutic, ionizing}, class(iib)>

<9_3, {active, therapeutic, connectingWithImplantables}, class(iii)>

% Rule 10

<10_1, {active, diagnosisMonitoring}, class(iia)>

<10_2, {active, diagnosisMonitoring, visibleSpectrum}, class(i)>
<10_3, {active, diagnosisMonitoring, radiology}, class(iib)>

<10_4, {active, diagnosisMonitoring, centralSystems}, class(iib)>

% Rule 11

<11 1, {active, softwareTherapeutic}, class(iia)>
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<11 2, {active, softwareTherapeutic, possibleIrreversibleHealthDeteriotation},
class(iii)>

<11 3, {active, softwareTherapeutic, possibleSeriousHealthDeteriotation},
class(iib)>

<11 4, {active, softwareTherapeutic, otherSoftwares}, class(i)>

% Rule 12
<12 1, {active, moveSubstances}, class(iia)>

<12_2, {active, moveSubstances, potentiallyHazardous}, class(iib)>

% Rule 13
<13 1, {active, allOtherAD}, class(i)>

#Rules for Medical Devices with Special Rules

% Rule 14

<14 1, {devicesWithSpecialRules, medicalSubstance}, class(iii)>

% Rule 15
<15_1, {devicesWithSpecialRules, sexualTransmitted}, class(iib)>

<15_2, {devicesWithSpecialRules, sexualTransmitted, impantable}, class(iii)>

% Rule 16
<16_1, {devicesWithSpecialRules, disinfecting, contactLenses}, class(iib)>
<16_2, {devicesWithSpecialRules, disinfecting, invasive}, class(iib)>

<16_3, {devicesWithSpecialRules, disinfecting, medicalDevices}, class(iia)>

% Rule 17
<17_1, {devicesWithSpecialRules, xRayl}, class(iia)>

% Rule 18

<18_1, {devicesWithSpecialRules, derivatives}, class(iii)>

% Rule 19
<19_1, {devicesWithSpecialRules, nanomaterial, highExposure}, class(iii)>

<19_2, {devicesWithSpecialRules, nanomaterial, lowExposure}, class(iib)>
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<19_3, {devicesWithSpecialRules, nanomaterial, negligibleExposure},

class(iia)>

% Rule 20
<20_1, {devicesWithSpecialRules, inhalation}, class(iia)>
<20_2, {devicesWithSpecialRules, inhalation, lifeThreatening}, class(iib)>

% Rule 21

<21 1, {devicesWithSpecialRules, viaBodyOrifice, metabolism}, class(iii)>
<21 2, {devicesWithSpecialRules, viaBodyOrifice, onCavities}, class(iia)>
<21 3, {devicesWithSpecialRules, viaBodyOrifice, stomach}, class(iii)>
<21 _4, {devicesWithSpecialRules, viaBodyOrifice, negligibleExposurel},
class(iib)>

% Rule 22
<22_1, {devicesWithSpecialRules, integrtedDiagnostic}, class(iii)>






Medical Devices Rules and ExosCE
KB in PSOA RuleML

.3 Medical Devices Rules KB

PSOA RuleML is a Web rule language that generalizes RIF-BLD and POSL by a
homogeneous integration of relationships and frames into positional-slotted object-
applicative (psoa) terms, for the often used single-tuple case having these forms (n >0

and k > 0):°

Oidless: f(ty...tn p1—>Vq ... px—>Vk) (1)
Oidful: o#f(ty ...ty p1=>V1 ... px—>Vk) (2)

Both (1) and (2) apply a function or predicate £ (acting as a relator) — in (2)
identified by an OID o via a membership, o#£, of o in £ (acting as a class) — to a
tuple of arguments t4 ... t, and to a bag of slots pj->v;, j =1,...,k, each pairing a
slot name (attribute) p; with a slot filler (value) vj. A psoa term can be interpreted
as a psoa expression, denoting an individual, or a psoa atom, denoting a truth value,
depending on whether f is a function or predicate. A top-level psoa term is always
interpreted as an atom. An embedded psoa term is interpreted as an atom if it has the
oidful form (2); else, as an expression if it has the oidless form (1). Constants include
Top, numbers, strings, and Internationalized Resource Identifiers (IRIs). Variables in
PSOA are ‘?’-prefixed names, e.g., ?x. The most common atomic formulas are psoa
atoms in the form of (1) or (2). Compound formulas can be constructed using the
Horn-like subset of First-Order Logic.

A PSOA KB consists of clauses, mostly as ground facts and non-ground rules:

While facts are psoa atoms, rules are defined — within Forall wrappers — using a

3We use the all-upper-case “PSOA” as a reference to the language and the all-lower-case “psoa”
for its terms. Earlier PSOA papers show multi-tuple psoa terms.
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Prolog-like conclusion :- condition syntax, where conclusion can be a psoa atom and
condition can be a psoa atom or an And-prefixed conjunction of psoa atoms.
The code source of the KB, the taxonomy and the PSOATransRun queries for our

use case Medical Devieces Rules can be found in the relevant page’.

.3.1 Medical Devices Categories and Classes

Non-Invasive
Devices

Rule 2
ChanellingOrStoring

Rule 4
ContactInInjuredSki
n

Rule 3
ModifyingComposition

a)ConnectWithAD b)ForStoringOrgans c)BloodBags a)Implantation a)MechanicalBarrier

- b)Filtration b)UsedPrincipally
Categories of Medical
Devices

BBVRiH:Kind

-.Use c)InVitro c)ManageMicroenvironment

. I soecific case

Figure 6 Non-Invasive Medical Devices.

4http://psoa.ruleml.org/usecases/MedicalDevices/


http://psoa.ruleml.org/usecases/MedicalDevices/

.3 Medical Devices Rules KB 155

Invasive
Devices

Rule 6 Rule 7 Rule 8

Rule 5 SurgicallyTransient SurgicallyShortTerm SurgicallyLongTerm

Notsurgically

a)CirculatorySystem/

a)Transient a) CirculatorySystem a)Teeth

BiologicalEffect

b)CentralSystems/
Implants/
BiologicalOrChemicalChange

nization/
b)ShortTerm b)Reusablelnstruments ChemicalChanges/
Medicines

c)LongTerm c)lonization/
DeliverySystem/
BiologicalEffect

Categories of Medical
Devices

. EEM:Kind
© ERuse
I specific case

Figure 7 Invasive Medical Devices.

Active Devices

Rule 10 Rule 11 Rule 12 Rule 13

Rule9 DiagnosisMonitoring SoftwareTherapeutic MoveSubstances AllOtherAD

Therapeutic

a)TherapeuticEnergy a) VisibleSpectrum el Yo et a)PotentiallyHazardous

b)Radiology/ b)PossibleSeriousHealth

b)lonizing CentralSystems Deterioration

Categories of Medical
Devices

&Veil: kind

c)ConnectingWithImplantables ¢)OthersSoftwares -"Jse

I soecific case

Figure 8 Active Medical Devices.
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Devices with
Special Rules

Rule 22
IntegratedDiagn
ostic

Rule 14
Medical
Substance

Rule 18
Derivatives

Rule 17
Xray

Rule 20
Inhalation

RUIENE
Sexualtransmitted

Rule 16
Disinfecting

Rule 21
ViaBodyOrifice

a) Implantable

a)ContactLenses/
InvasiveDevices

b)MedicalDevices

Categories of Medical

a)HighExposure

b)LowExposure

c)NegligibleExpo
sure

pecial

a)LifeThreatening

a)Metabolism/
Stomach

b)OnCavities

)NegligibleExposure

Devices Cases in
-:Kin d Class [
—-
I specific case

Figure 9 Special cases of Medical Devices.

3.2 Marketable and non-marketable medical devices

Marketable and Non-Marketable Medical Devices in each class (randomly)
| Marketable: | Marketable: | Marketable: Marketable:
Class Yes No Class Yes No
MDN1214 | MDN1204a DeviceR3a MDN1202c,
MpDA0202 | MDN1202 DeviceR5c, MDN1204b,
MDA0318 | MDs1006 MDAO104 MDAO102
DeviceR5a | MDAO315¢ MDAO101-ST | MDAD301
C|ass | DeviceR20 MDA0104b-ST | MDAO204
MDN11 MDAO306a
CIaSS "b MDA0201 MDN1211
MDBAQ315b MDAO317
MDN1210 MDN1213
Class Is MDS1005 MDS1007b MDAO104a
Class Im MDS1010
MDN1202a | DeviceR3b MDN1212, MDAD101,
MDN1202b | DeviceRsb MDAD104-ST | MDAD104a-ST
MDN1204c | MDAOL, MDS1009 MDAD102-ST
MDA01-ST | MDAO302 MDAD315a MDN1104
MDN1103 | MDAO315 MON1101 MDN1210a
Class lla | mpao2 mosico7e || Class 111 | mostoo MDS1002
MDA0306 | DeviceR20a MDS1003
MDAO317a | MDN1213a MDS1007a
DeviceR17 | MDN1213b MDN1102
MDN1213c
DeviceR22

Figure 10 Table of the marketable and non-marketable medical devices.
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4 ExosCE Rules in PSOATransRun

A representative fragment of the PSOA RuleML code is given below. The whole
ExosCE KB with the MS Excel and the Python script can be found in http://users.
ntua.gr/salmpani/ExosCE/. Further instructions can be found here: http://users.ntua.
gr/salmpani/ExosCE/README.txt. For more detailed directions an email can also

be sent to the authors.

% Rules for Active Devices
% Rule 9
% Active therapeutic devices intended to exchange

or administer energy.

Forall 7m (
:Category0fMedicalDevice(?m :A9a) :-
?m#:MedicalDevice(:kind->:Active
:use->:Therapeutic

:specificCase—>:Energy))

% Classification Grouping: Class IIa

Forall ?m (
:IsClassifiedIn(?m :IIa) :-

Or (:CategoryOfMedicalDevice(7m :N2a)
:Category0OfMedicalDevice(?m :N2b)
:Category0fMedicalDevice(?m :N3b)
:Category0fMedicalDevice(?m :N4c)
:Category0OfMedicalDevice(?m :I5b)
:Category0fMedicalDevice(?m :16)
:Category0OfMedicalDevice(?m :I7)
:Category0fMedicalDevice(?m :I8a)
:Category0fMedicalDevice(?m :A9a)
:Category0fMedicalDevice(?m :A10)
:Category0OfMedicalDevice(?m :A11)
:Category0fMedicalDevice(7m :A12)
:Category0fMedicalDevice(?m :S16b)


http://users.ntua.gr/salmpani/ExosCE/
http://users.ntua.gr/salmpani/ExosCE/
http://users.ntua.gr/salmpani/ExosCE/README.txt
http://users.ntua.gr/salmpani/ExosCE/README.txt
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:Category0fMedicalDevice(?m :S17)
:Category0OfMedicalDevice(?m :S19a)
:Category0fMedicalDevice(?m :S20)
:Category0fMedicalDevice(?m :S21b)))

% Main paragraphs of Essential Requirements of MD.

Forall ?m (:MDDManufacturingRequirements(?m) :-

And (

:ChemicalPhysicalBiologicalProperties(?m) % p.10 %
:InfectionMicrobialContamination (?m) % p.11 %
:SubstancesMedicalProductOrAbsorbed(?m) % p.12 %
:IncorporatingMaterialsOfBiologicalOrigin(?m) % p.13 %
:InteractionWithTheirEnvironment (?m) % p.14 %
:DiagnosticOrMeasuringFunction(?m) % p.15 %
:ProtectionAgainstRadiation(?m) % p.16 %
:ElectronicProgrammableSystems (7m) % p.17 %
:ActiveDevices(?m) % p.18 %
:ActiveImplantableDevices(?m) % p.19 %
:ProtectionAgainstMechanicalAndThermalRisks(?m) % p.20 %
:RisksByDevicesSupplyingEnergyOrSubstances(?m) % p.21 %
:DevicesForUseByLayPersons(?m) % p.22 %

))

% EHRS of the Machinery Directive (2006/42/EC)

that are applicable to Medical Devices.

Forall ?m (MDManufacturingRequirements(?m) :-
And(
:DefineGeneralTermsOfMD(?m :Checked) % p.1.1.1 %
:Lighting(?m :Checked)% p.1.1.4 %
:SeatingASIntegralPart(?m :Checked) % p.1.1.8 %
:ControlDevices(?m :Checked) % p.1.2.2 %
:Errors0fFitting(?m :Checked) % p.1.5.4 %
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:MachineryMaintenance(?m :Checked) % p.1.6.1 %
:AccessToOperatingPositionsAndServicingPoints(7m
:Checked) % p.1.6.2 %
:IsolationOfEnergySources(?m :Checked) % p.1.6.3 %
:DefineMobilityTerms0fMD(?m :Checked) % p.3.1.1 %
:MeansOfAccess(?m :Checked) % p.3.4.5 9%
:MarkingsForDeivicesIn311(?m :Checked)’% p.3.6.2 %
:DefineTermsOfMDForLifting0Operations(?m :Checked)
% p.4.1.1 %
)

% Marketability Requirements for all Classes

Forall 7m (
:MarketableMedicalDevice(?m) :-

:HasCEwithNBN(?7m) )

Forall 7m (
:HasCEwithNBN(?m) :-

:Declaration0fConformity(?m))

% Requirements for Class Ila

Forall ?m (:DeclarationOfConformity(?m) :-
And(:IsClassifiedIn(?m :IIa)

:AppointingAnEAR(7m)

:ConformityAssessment (:device->7m
:technicalFile->:True
:vigilanceSystem->:Required
:harmonizedStandards->:NonRequired)

:QualityAssurance(7m))’

:ManufacturingRequirements(?m))

Forall ?m (:ManufacturingRequirements(?m) :-
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And (:MDDManufacturingRequirements(?m)

:MDManufacturingRequirements (?m)))

% Requirements for Production Quality -
% Annex V, EN ISO 13485:2003

Forall ?m (:QualityType(?m :ProductionQuality) :-
:Requirements0fQualityType(:device->7m
:design->:NonRequired

:manufacture->:Required))

/» Exoskeleton Fact: EksoLegs

:EksoLegs#:MedicalDevice(:kind->:Active
:use—>:Therapeutic
:specificCase->:Energy)
:AppointingAnEAR(:EksoLegs)
:ConformityAssessment (:device->:EksoLegs
:technicalFile->:Yes
:vigilanceSystem->:Yes
:harmonizedStandards->:No)
:Requirements0fQualityType(:device->:EksoLegs
:design->:No

:manufacture—>:No)

:Design(:EksolLegs :Checked) % p.10.1 %
:ContaminantsResidues (:EksoLegs :Checked) % p.10.2 %
:MedicinalProducts(:EksoLegs :Checked) 7% p.10.3 7%
:Ingress0fSubstances(:EksoLegs :Checked) % p.10.5 %
:SizePropertiesOfParticles (:EksoLegs :Checked) % p.10.6 %
[...]
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Dictionary

Dictionary

.5 Dictionary of Terms in Greek-English

Alnrouyla

Anddeln

Amnodetint| dradixaota
Avapéoiuoc GUAAOYLOPOC
Avapéotun enyeipnuoatohoyla
Avtemyceionua

Amnodetind Yoy

Anodetixa I'eyovota Mndevinric I'védong
Anodevimy

Arndpento

Agnpenuévn emyeipnuatoroyio
Bdom yvwong

I'vootnd) Yuyoloyia

Acdouéva

Audepevon

Apwv

Eyyinon

Enoywyioc

EnoAndeutrc

Emotiuny tng dtunng Aoy
Enyelonua

Enyepnuatoroyia

Epunveutrg

Ioyuploude

Kavoveg e€oywync cuunepaoudtomy
Kwnoeig emyeipnudtwy

Afdn amogdoewvy

Aoyiopdc Anodewctindy Yuudvtov Bdoet
Enyeionudtov

Sequence, Fluent

Proof, Proving

Proving process
Defeasible reasoning
Defeasible argumentation
Counterargument
Proof-Event

Zero Knowledge Proof-Events (ZKPE)
Prover

Privacy

Abstract argumentation
Knowledge Base (KB)
Cognitive psychology
Data

Defeat

Agent

Warrant

Inductive

Verifier

Informal logician
Argument
Argumentation
Interpreter

Claim

Rules of inference
Argumentation moves
Decision making
Argumentation-based Proof-Events
Calculus (APEC)
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ITAndonopiouode Crowd-sourcing

IToAhamhol Bpwvteg Multi-agent

LAETTIUOTAS Sceptic

Yulhoyiny| emLyelpnuatoroyio Collective argumentation
Yuhhoylouodg, LUAOYIOTIXN Reasoning

Yuvepyoatinn enthuon npofinudtwy  Collaborative problem-solving
Turnomnoinon Formalization

Popetd Poundt Wearable Robots

Xpovixd Katnyophuota Temporal Predicates
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