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Abstract: Social robots play a more and more important role in our society. For better acceptance and 

more fluent interactions between humans and robots it is generally assumed that implementing human-like 

cognitive functions within robots is helpful. A between-subjects experiment (N = 40) was conducted to in-

vestigate whether implementing a theory of mind within a humanoid robot will lead to higher acceptance 

of the robot. Theory of mind is considered one of the most essential prerequisites for interpersonal interac-

tion in human-human interaction. Researchers argue that theory of mind enhanced robots capturing other 

person’s goals, beliefs, feelings, and intentions will perform significantly better. Subjects were presented 

videos of interactions with a humanoid robot that either possessed or did not possess theory of mind abili-

ties. Results indicate subjects acknowledged the fact that a robot showing theory of mind abilities such as 

perspective taking followed its own intentions; that it understood the way another person behaves; that it 

was aware of another person’s thoughts, beliefs, and feelings. Accordingly, the robot was rated more sym-

pathetic and higher on social attractiveness but not on task attractiveness. Implications of these results as 

well as limitations are discussed. 
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1. INTRODUCTION 

In modern times social robots become a helpful part in eve-

ryday life. They can be our personal assistant, health advisor, 

fitness coach, teacher or companion e.g. for elder people. For 

all these applications it is assumed that a prerequisite for their 

success is acceptance (e.g. Broadbent et al., 2009) of the ro-

bot and a fluent interaction (e.g. Breazeal, 2003). Current 

developments of social robots are still prone to misunder-

standings and incomprehension due to the lack of human 

skills. To make human-robot interaction more acceptable and 

effective, cognitive aspects of human-human interaction have 

to be regarded.  

This opens a new research field where computer scientists 

and social psychologists work hand in hand trying to create a 

social robot with humanlike abilities.  

To implement cognitive functions in robots researchers first 

have to pay attention on human-human interaction: Which 

are the fundamental skills that help us to understand our con-

versational partners, to put ourselves into their shoes and to 

understand their intentions as well as their inner states, 

formed by thoughts and emotions? In short, what are the 

foundations of interpersonal communication?  

Initially, this paper gives a short overview of human skills 

that are necessary for human-human interaction. Next, em-

pirical results of human-robot interaction are pointed out. 

Several hypotheses were formulated and evaluated to test 

assumptions based on prior empirical findings. The          

discussion aims to shed some light upon the question whether  

theory of mind-like abilities in human-robot interaction are 

appreciated. 

2. THEORETICAL BACKGROUND 

2.1 Basic Principles in Human-Human Interaction 

Already Aristotle knew that “man is by nature a social ani-

mal”. Humans are destined to constantly interact with their 

social environment.  

We focus on two well-established psychological constructs, 

called common ground and perspective taking, which are 

essential for human-human interaction. The theory of mind 

approach is based on these constructs. All three approaches 

are reviewed very briefly in the following sections in order to 

outline basic foundations known from interpersonal commu-

nication. 

2.1.1 Common Ground 

From a linguistic point of view, a prerequisite for successful 

communication is common ground (Clark, 1996). Clark uses 

the term to denote shared knowledge about basic similarities 

between individuals (e.g. every person needs to eat and drink) 

as well as cultural, religious and job-related similarities 

(communal common ground). Shared experiences through 

perception or action can also be a source for common ground 

and are referred to as personal common ground. The devel-

opment and existence of these forms of common ground are a 

crucial prerequisite for mutual understanding. Already Witt-

genstein aptly described this fact by stating that even if a lion 



 

 

     

 

could talk we would not understand it. During the course of 

interaction the so-called grounding process constantly modi-

fies the common ground with new knowledge, i.e. it serves as 

a means to ensure that our partner understood what we said. 

Grounding is facilitated by backchannel responses (“mhm“, 

“yes“, head nods, etc.) and the signalling of attention (e.g. 

eye contact).  

2.1.2 Perspective Taking 

Another essential foundation for interpersonal communica-

tion is described by Krauss and Fussell (1991): the ability to 

take our partner’s perspective. It is assumed that social be-

havior is based on assumptions we make about knowledge, 

intentions and motives of others. Perspective taking enables 

an individual to assess a specific audience’s knowledge so as 

to modulate statements in a way that can be understood by 

this audience, ideally leading to mutual understanding. How-

ever, our assumptions about what others know are only pro-

visional, thus the need to modify the assumptions over time, 

e.g. signalled by misunderstandings, arises once again. 

2.1.3 Theory of Mind 

Theory of mind (Premack & Woodruff, 1978) refers to the 

ability to ascribe hidden mental states to oneself and to others 

in order to explain and predict behavior (Gallagher & Firth, 

2003). “Mental states” refers to thoughts, affective states, 

desires, beliefs, perceptions, intentions, and emotions of the 

other. It enables an individual to take another person’s per-

spective by acknowledging the fact that he or she wishes, 

feels, knows, and believes (Premack & Premack, 1995; 

Premack & Woodruff, 1978). As a result, people form own 

mental bridges between observed behavior and hidden mental 

states in order to understand other people (Leudar et al., 

2004). 

Altogether, these concepts share a specific view on crucial 

foundations of interpersonal understanding and communica-

tion. In the context of embodied agent interaction, Krämer 

(2008b) argues that implementations of a theory of mind into 

an agent will improve the communication with it. Since 

“[t]he capacity to reason about minds is an impressive tool 

that nearly all humans possess“ (Waytz et al., 2010, p. 1), 

thereby serving the goal to understand and predict other indi-

viduals’ behavior and to establish social connections with 

other agents (Epley et al., 2007), it seems reasonable to bring 

theory of mind and human-robot interaction together.  

2.2 Human-Robot Interaction: Empirical Results 

It seems worthwhile to start off the empirical overview with 

well-established findings from human-computer interaction 

research as several parallels can be pointed out between hu-

man-computer interaction and human-robot interaction. 

Reeves and Nass (1996) found evidence that humans also 

interact socially with computers (see CASA-Paradigm). A 

large set of studies revealed that social effects like politeness, 

flattery, reciprocity, and stereotyping also occur in human-

computer interaction (see Nass & Moon, 2000 for an over-

view). The authors postulate the so called “Media Equation” 

as a reason for such behavior: Media equals real life, so hu-

mans cannot help but act social towards the medium. There 

are a variety of different explanation approaches for this phe-

nomenon. The anthropomorphism approach embodies that 

the degree of human likeness promotes social reactions.  

The Media Equation Theory was also proven in studies with 

virtual agents (Hoffmann et al., 2009, see Krämer, 2008a for 

an overview). 

Furthermore, Appel et al. (2012) found evidence that the 

number of social cues displayed have an impact on the 

strength of social reactions. They found that the number of 

social cues depends on the embodiment of the character. A 

human-like virtual character which has a high number of so-

cial cues provokes stronger social reactions than a plain text-

based interface which has just a low number of social cues. In 

addition the authors could prove that social cues – and 

thereby the social reactions – increase if the character shows 

human-like behavior. It is assumed that the social effects 

evoked by virtual agents would be increased for robots be-

cause of their physical embodiment which provides a large 

set of social cues and the ability to interact with real-world 

items (Hoffmann & Krämer, 2011; Kidd, 2003). Indeed, ro-

bots seem to be more human-like and it is assumed that they 

– in general – can evoke more social effects, but due to this 

humans might expect more human-like abilities, like com-

mon ground, perspective taking and theory of mind, from the 

robot. 

In first attempts, researchers have succeeded in showing hu-

manoid robots’ capability to facilitate social interaction (e.g. 

Breazeal & Scassellati, 2000). The refined design of social 

participation, own internal goals and motivations (Breazeal, 

2002) are supposed to intensify these effects. Furthermore, in 

theory of mind, Scassellati (2001; 2002) sees the potential to 

open up an important gateway toward social interactions with 

robotic systems: “[…] a robot that can recognize the goals 

and desires of others will allow for systems that can more 

accurately react to the emotional, attentional, and cognitive 

states of the observer, can learn to anticipate the reactions of 

the observer, and can modify its own behavior accordingly” 

(Scassellati, 2002, p. 16). In an attempt to combine and im-

plement theory of mind models by Baron-Cohen (1995) and 

Leslie (1994), Scassellati recognized several low- and high-

level requirements in order for a mindreading robot to even-

tually interact with its environment, such as perceptual (e.g. 

motion and face detectors), sensor motor (e.g. mimicry), at-

tentional (e.g. attending to an object of mutual interest), and 

cognitive (e.g. social learning) processes (Scassellati, 2001). 

Marsella and Pynadath (2005) developed a multi-agent based 

simulation where a theory of mind is implemented in terms of 

a recursive model of other agents. Here the agents are able to 

form complex attributions about other agents (e.g. they have 

own feelings, needs, etc.). Additionally the agents themselves 

have own beliefs and goals. 

Yet another way of implementing a theory of mind was at-

tempted by Peters (2006). He simulates the main components 

of Baron-Cohen´s Theory of Mind-Module (detecting moving 

objects in the environment, eye-tracking). The agents are 

provided with a social memory of gaze direction. Further-



 

 

     

 

more they can pay attention to other agents in their environ-

ment. These abilities enable the agent to interpret other 

agents’ pursued goals. 

Looking at state-of-the-art interactions between humans and 

robots it becomes clear that these encounters still are at risk 

of being shaped by misunderstandings and a lack of compre-

hension by the robots because they (obviously) lack the 

aforementioned human skills. Implementing some form of 

theory of mind has been suggested to be a possibility to make 

human-robot interaction more robust and less prone to errors 

(Breazeal 2002; Krämer, 2008b). However, attempts to im-

plement such behavior have been scarce. This is why it has 

not been tested thoroughly whether the implementation of 

these abilities actually improves the acceptance of a robot.  

A set of hypotheses were formulated in order to answer the 

research question: 

RQ: Do users appreciate theory of mind-like abilities in ro-

botic companions? 

Since the human brain is predestined to ascribe a mind to 

non-people under certain conditions such as social connection 

and similarity (Waytz et al., 2010), we assume: 

H1: A robot with theory of mind-like abilities will receive 

more judgments related to theory of mind and perspective 

taking than a robot without theory of mind-like abilities. 

Without theory of mind-like abilities, negatively valenced 

effects such as misunderstandings and disruptions are more 

likely to occur. Therefore we assume: 

H2: A robot with theory of mind-like abilities will elicit more 

positive emotions than a robot without theory of mind-like 

abilities. 

In a study analyzing the interaction of elder people with an 

artificial health advisor (von der Pütten et al., 2011), it was 

found that possessing control of the interaction was highly 

relevant. Participants felt patronized by the artificial entity 

when they were not able to control the interaction. Uncontrol-

lability happened when the artificial health advisor was not 

able to fulfil subjects’ needs, gave unexpected responses or 

ignored actions. When possessing theory of mind abilities, 

however, a robot will be able to pay more attention to human 

needs and to better align to the human, creating a higher 

sense of control for the human. Accordingly, we propose: 

H3: A robot with theory of mind-like abilities will be per-

ceived as less dominant than a robot without such abilities. 

A robot with theory of mind-like abilities will be perceived as 

more similar to a human and therefore provokes more social 

reactions (Appel et al, 2012; von der Pütten et al., 2010). 

This is supposed to lead to a more intuitive interaction and 

higher acceptance. Thus we hypothesize: 

H4: A robot with theory of mind-like abilities is evaluated 

more positively in terms of person perception than a robot 

without such abilities. 

H5: A robot with theory of mind-like abilities will rate higher 

on social attractiveness than a robot without such abilities. 

Also, as Goetz et al. (2003) have shown, a match between 

social cues and tasks of a robot will improve cooperation 

with the robot. Therefore, we propose: 

H6: A robot with theory of mind-like abilities will rate higher 

on task attractiveness than a robot without such abilities. 

3. METHOD 

3.1 Subjects 

40 university students (21 female, 19 male) between 19 and 

36 years (M = 25.42, SD = 3.03) volunteered in this study. 

Subjects were randomly assigned to one of the experimental 

conditions. 

3.2 Independent Variable: Theory of Mind-like Abilities 

 

Fig. 1. Video-recorded interaction setting: Lisa interacting 

with the humanoid robot Nao. 

We created four scenarios in which a young female student 

named Lisa is sitting at her desk, delegating her tasks and is 

interacting with a Nao robot either ostensibly possessing or 

not possessing theory of mind-like abilities. Aside from the 

robot’s theory of mind behavior, the scenes’ overall content 

and the underlying issue were held identical as best as possi-

ble across both conditions. In total, eight videos were record-

ed. Participants either watched four videos showing a robot 

with (theory of mind condition) or without theory of mind-

like abilities (no theory of mind condition). See Figure 1 for a 

typical scene setting. In each condition, videos were present-

ed in two different orders (#1: 2-1-4-3, #2: 3-4-2-1) to avoid 

sequence effects due to the fact that some scenes might leave 

the subjects with a particularly positive or negative attitude 

toward the robot. See Table 1 for scene descriptions and ma-

nipulation details. 



 

 

     

 

Tab.  1. Scene descriptions and manipulation details 

Scene description With theory of 

mind-like abilities 

Without theory of 

mind-like abilities 

Scene 1:  

Lisa puts an enve-

lope on the table and 

leaves the room. 
While Lisa is gone 

the envelope falls to 

the ground. 

 

As soon as it rec-

ognizes Lisa to be 

searching for the 
envelope, the robot 

mentions that the 

envelope has fallen 

down while Lisa 
was absent. 

 

The robot does not 

react while Lisa is 

searching for the 
envelope. When 

Lisa finds the en-

velope and asks the 

robot whether it 
knows how the 

envelope ended up 

under the table, the 

robot answers “Yes 
of course“. 

Scene 2:  
The robot reports 

Lisa that she planned 

to go jogging. It is 

raining outside. 

 
Lisa tells the robot 

that it is raining 

outside. The robot 

offers other alterna-
tives for sports 

activities. 

 
When Lisa ex-

plains that she does 

not want to go out 

while it is raining 
the robot suggests 

finishing other 

obviously boring 

tasks from her to 
do list. 

Scene 3: 
Lisa tells the robot to 

cancel several ap-

pointments because 

she has to prepare 
herself for upcoming 

exams; she empha-

sizes that she is real-

ly looking forward to 
it being on Friday 

while rolling her 

eyes. 

 
Lisa remarks that. 

Lisa apparently 

does not like to stay 

at home in order to 
study and asks 

whether it could 

help somehow. 

 
The robot ignores 

the rolling of her 

eyes and answers 

“Fine”. 
 

Scene 3 (contin-

ued): 

The robot asks if it 
can do anything else 

for Lisa. Lisa jokes 

that it could write the 

exam for her. 

 

 

The robot jokes 
back, saying that it 

would be unfair to 

the other students. 

 

 

The robot asks 
when it should 

schedule “doing 

the exam for you” 

in the calendar.  

Scene 4: 

Lisa tells a friend on 
the phone that she 

broke up with her 

boyfriend before she 

starts to review the 
appointments for the 

day. 

 

The robot asks 
whether it should 

cancel the dinner 

with her boyfriend 

in the evening and 
book a manicure 

instead. 

 

The robot asks 
whether it should 

confirm or cancel 

the date with her 

boyfriend; when 
she ironically an-

swers that it should 

confirm dinner 

with “that idiot”, 
the robot answers: 

“Confirmed”. 

3.3 Dependent Variables 

Affective Reactions. Subjects’ affective state was assessed 

with the Positive and Negative Affect Schedule (PANAS, 

Watson et al., 1988). The PANAS scale consists of 20 items 

which are divided into the subscales positive (e.g. “active”, 

“strong”, “proud”; Cronbach’s α = .864) and negative affect 

(e.g. “afraid”, “nervous”, “angry”; α = .851). Items were 

rated on a 5-point Likert scale. 

Person Perception. To measure person perception of the 

robot a semantic differential (Krämer et al., 2009) consisting 

of 34 bipolar items (e.g. “active - passive”, “natural - artifi-

cial”, “loose - stiff”) was used. Items were rated on a 7-point 

Likert scale. Additionally, perceived dominance of the robot 

was assessed using the dominance dimension of the Self-

Assessment Manikin (Bradley and Lang, 1994). Instead of 

providing items or statements, the Self-Assessment Manikin 

uses pictograms that represent a 5-point Likert scale. 

Perceived Perspective Taking Abilities. In order to assess 

whether subjects thought the robot was able to take the per-

spective of the person' shown in the videos, seven items were 

adapted from the subscale “Perspective Taking” of the Inter-

personal Reactivity Index (Davis, 1983; e.g. “The robot had 

difficulties to see things from the person’s point of view” 

(reverse), “The robot tried to better understand the person by 

imagining how things look from her perspective”; α = .883). 

Items were rated on a 5-point Likert scale. 

Perceived Theory of Mind Abilities. In order to assess 

whether subjects thought the robot was able to show theory 

of mind-like behavior, 11 items were prepared (e.g. “The 

robot was conscious about the person having own intentions, 

wishes, feelings, and beliefs”, “The robot understood the per-

son’s behavior”). 

Social and Task Attractiveness. To determine whether sub-

jects perceive the robot in the video as a potential companion 

(social attractiveness) and as a useful assistant (task attrac-

tiveness), subscales Social and Task of the Interpersonal At-

traction Scale (McCroskey et al., 1974) were used. The five 

social attractiveness items e.g. included “The robot could be a 

friend of mine”, “I can imagine having enjoyable conversa-

tions with this robot” (α = .831). The five task attractiveness 

items e.g. included “I have trust in the robot’s abilities to 

complete a task”, “This robot would be a bad problem solver” 

(α = .792). Items were rated on a 15-point Likert scale. 

4. RESULTS 

The results will be presented in two sections. First, principal 

component analyses are reported. In the subsequent part, T-

tests are described. 

4.1 Principal Component Analysis 

Principal component analyses with Varimax rotation were 

conducted for person perception of the robot and perceived 

theory of mind abilities. Analysis of the bipolar person per-

ception items revealed five factors which accounted for 

59,27% of the variance (see Tab. 2). Four of the factors were 

reliable. These factors were named Artificial & Unsympathet-

ic, Uninvolved & Weak, Incompetent & Arrogant, and Pas-

sive.  



 

 

     

 

Tab. 2. Factor loadings and communalities for person percep-

tion 

   Factors   

 Artifi-

cial & 

Unsym-

pathetic 

Unin-

volved 

& Weak 

Incom-

petent & 

Arro-

gant 

Passive F5 

Wooden -.820     

Disquieting .720  .460   

Tense .685     

Unsympathetic .661  .507   

Inflexible .645     
Soporific -.616     

Unreliable .608 .412    

Serious -.586    -.492 

Artificial .573   .449  

Unpleasant .562     

Cold .535  .456   

Nervous -.429     

Aloof      

Sleepy  .812    

Detached  .664    

Not cool  -.640    

Weak  -.598    

Dishonest  -.572    

Powerless  .533  .460  

Boring  .513 .472   

Unfriendly   -.642   

Importunate   -.641   

Arrogant   .580   

Aggressive   -.537   

Stupid   .504   

Incompetent   .502   

Indifferent   .500   

Insignificant   -.453   

Self-confident   -.448   

Passive    .790  
Submissive    -.659  

Calm    .658  

Quiet    .651  

Masculine     -.825 

Variance 

explained (%) 

30,46 9,53 7,18 6,61 5,17 

Cronbach’s α .899 .818 .769 .711 .507 

Note. Factor loadings < .400 are suppressed. 

Principal component analysis of perceived theory of mind 

abilities revealed three factors which accounted for 67,71% 

of the variance. Two of the factors were reliable (see Tab. 3). 

These factors were named Awareness (Other) and Unpredict-

able. 

Tab. 3. Factor loadings and communalities for perceived  

theory of mind abilities 

  Factors  

 Awareness 

(Other) 

Unpre-

dictable 

F3 

The robot realized Lisa’s wishes. .847   

The robot comprehended Lisa’s 

behavior. 

.843   

The robot was able to make predic-

tions about Lisa’s future behaviour 

based on her statements and per-

formances. 

.841   

The robot was aware of the fact 

that Lisa has own wishes, thoughts 

and feelings. 

.814   

The robot pursued own interests, 

wishes and opinions. 

.693   

The robot acted like it is expected  -.827  

from a robot. 

The acting of the robot seemed to 

follow inflexible rules. 

 -.692  

The robot showed own emotions, 

motivations and beliefs. 

 .640  

The robot included prior experi-

ences for the interaction with Lisa. 

.472 .602  

The robot was able to understand 

Lisa’s emotions by interior simula-

tion of her feelings. 

  .855 

The robot seemed to patronize Lisa.   .789 

Variance explained (%) 42,15 14,02 11,54 

Cronbach’s Alpha (α) .890 .730 .592 

Note. Factor loadings < .400 are suppressed. 

4.2 T-Tests for Independent Samples 

In the next step, T-tests were computed for the dependent 

variables (see Tab. 4). We found significant differences for 

perceived perspective taking abilities and the factor Aware-

ness (Other): in the theory of mind condition, the robot was 

ascribed more perspective taking and more awareness of the 

other person’s inner states. Thus, H1 can be supported. As for 

affective reactions to the stimulus material, no differences 

emerged, H2 has to be rejected. Dominance ratings did also 

not differ substantially; thus H3, too, cannot be supported. 

We found a significant difference for the person perception 

factor Artificial & Unsympathetic which explained the largest 

part of variance: in the theory of mind condition, the robot 

was rated less unsympathetic and less artificial than in the no 

theory of mind condition. This means there is evidence that 

H4 is at least partially supported. While social attractiveness 

of the robot was rated significantly higher in the theory of 

mind condition, both robots did not differ in terms of task 

attractiveness. Thus H5 can be supported, in contrast to H6, 

for which we did not find supporting results. 

Tab. 4. Dependent variables mean values (standard devia-

tions) and T-test results 

 Condition   

 Theory of 

mind 

No Theory 

of mind 

 

t(38) 

 

p 

Perspective  

taking 

3.78 (.60) 2.26 (.76) 7.00 <.001 

Awareness (Other) 

(Theory of mind) 

.63 (.51) -.63 (.98) 5.12 <.001 

Unpredictable 

(Theory of mind) 

.23 (1.00) -.23 (.97) 1.48 .147 

Artificial & Unsympa-

thetic 

(Person perception) 

-.47 (.84) .47 (.93) -3.41 <.001 

Uninvolved & Weak 

(Person perception) 

.24 (.95) -.24 (1.02) 1.58 .123 

Incompetent & Arro-

gant 

(Person perception) 

-.09 (1.02) .09 (1.00) -.55 .588 

Passive 

(Person perception) 

-.12 (1.07) .12 (.94) -.76 .461 

Dominance 

(Person perception) 

2.20 (.61) 2.50 (1.19) -1.00 .326 

Social attractiveness 7.92 (3.49) 4.92 (3.25) 2.81 <.01 

Task attractiveness 10.33 (2.13) 9.70 (2.00) .96 .342 

Positive affect 3.07 (.67) 2.75 (.70) 1.47 .149 

Negative affect 1.36 (.55) 1.45 (.42) -.58 .566 

Note. Perspective taking and theory of mind variables refer to 

the extent these abilities were attributed to the robot. 



 

 

     

 

5. DISCUSSION 

The goal of this study was to examine whether or not per-

ceived theory of mind-like abilities in a humanoid robot are 

appreciated by the subjects and if so, to what extent. Results 

clearly show that subjects distinguished between both ver-

sions of the robot, that is, the one possessing theory of mind-

like abilities and the one not possessing them, insofar as they 

ascribed essential abilities connected to theory of mind and 

perspective taking to the robot in the theory of mind condi-

tion. Accordingly, subjects acknowledged the fact that the 

robot had its own inner states and followed its own inten-

tions; that it understood the way another person behaves 

within specific social domains such as friendship; that it was 

aware of another person’s thoughts, beliefs, and feelings.  

We found evidence for the hypothesis stating that perceived 

theory of mind and perspective taking abilities are accompa-

nied by more favorable person perception and social attrac-

tiveness of the robot. As a social companion, the robot 

seemed more sympathetic which might be explained by its 

higher ability to evoke social reactions on the part of the per-

son in the videos. This ability, however, had no effect on how 

involved, active or competent the robot was perceived. Ac-

cordingly, it did not rate higher on task attractiveness when it 

showed theory of mind abilities. Since, in fact, the robot was 

supposed to represent a better problem-solver, these results 

are somewhat puzzling. A possible explanation might be pro-

vided by the way cooperation and competence were meas-

ured. Further examinations should a) try to more strictly dis-

tinguish between social and task-related applications for a 

robot and b) support this differentiation with measures that 

capture a robot’s problem-solving abilities in more detail. 

No evidence was found for more positive affective reactions. 

Here, the distance between the interactions, its affective ef-

fects on the user, and the subjects might have been too large. 

Nothing the robot did right or wrong had a direct effect on 

the subjects’ emotions and they did not necessarily have to 

empathize with Lisa. Also, theory of mind and perspective 

taking did not lead to perceptions of less dominance. While 

the robot with theory of mind-like abilities is supposed to 

engage more easily in interpersonal interaction in terms of 

less misunderstandings and more proactivity, these benefits 

alone do not seem to affect status. While the purpose of this 

study was not primarily to derive design implications for the-

ory of mind within human-robot interaction, we nevertheless 

can conclude that on top of empowering robots with a sense 

of theory of mind toward human users, further thoughts on 

how exactly robots will behave once they are empowered 

might be necessary. For example, in what situations is it ap-

propriate for a robot to employ sarcasm in an interaction with 

a human? In what situations is a higher tendency toward pro-

activity desirable? Theory of mind can provide the tools for a 

robot to learn from interpersonal communication with hu-

mans or other robots. It is important, however, to further sys-

tematically vary which kind of theory of mind elicits positive 

attributions. 

Using videos that show the abilities of robots instead of real 

interactions is, of course, a limitation. We did not control for 

variance that accounted for elements inevitably accompany-

ing this method, for example the mere presence of a person 

within the scenes. The person was instructed to interact with 

the robot in a certain and controlled way. However, no matter 

how much control can possibly be achieved, it is the mere 

fact that the robot is treated in certain ways that leads to al-

tered ratings of the robot. Additionally, subjects surely paid 

attention not only to the robot but also to the person it inter-

acted with, even if they had been instructed to focus on the 

robot. Most importantly, subjects did not interact with the 

robot versions themselves and thus were denied their own 

experiences. A distance was created between the subjects and 

the robot, neutralizing the natural benefit of robotic systems, 

that is, their physical appearance in the real world. This dis-

tance probably enforced any negative tendencies toward the 

robot’s appearance, its behavior, and the manner he was in-

teracted with, leading to only few significant results aside 

from the confirmed manipulation (H1). 

Our study shows that the pursuit of implementing a theory of 

mind within humanoid robots might indeed be worth the ef-

fort. Results indicate that a robot capable of perceiving other 

person’s inner states and being able to align its behavior to 

the other person scores higher on sympathy and social attrac-

tiveness. In sum it can be derived that humanoid robots have 

the potential to represent social companions for humans if 

they are capable of aligning themselves to individuals by 

fully recognizing their environment. Further studies need to 

examine why similar positive results might be constrained for 

robots’ task-attractiveness. 
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