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Abstract. The Leftover Hash Lemma (LHL) is a powerful tool for ex-
tracting randomness from an entropic distribution, with numerous appli-
cations in cryptography. LHLs for discrete Gaussians have been explored
in both integer settings by Gentry et al. (GPV, STOC’08) and algebraic
ring settings by Lyubashevsky et al. (LPR, Eurocrypt’13). However, the
existing LHLs for discrete Gaussians have two main limitations: they
require the Gaussian parameter to be larger than certain smoothing pa-
rameters, and they cannot handle cases where fixed and arbitrary infor-
mation is leaked.
In this work, we present new LHLs for discrete Gaussians in both integer
and ring settings. Our results show that the Gaussian parameter can be
improved by a factor of ω(

√
log λ) and O(

√
N) compared to the regu-

larity lemmas of GPV and LPR, respectively, under similar parameter
choices such as the dimension and ring. Furthermore, our new LHLs can
be applied to leaked discrete Gaussians, and the result can be used to
establish asymptotic hardness of the extended MLWE assumptions, ad-
dressing an open question in recent works by Lyubashevsky et al. (LNP,
Crypto’22)3. Our central techniques involve new fine-grained analyses of
the min-entropy in discrete Gaussians modulo sublattices, and should be
independent of interest.

Keywords: Leftover Hash Lemma, Discrete Gaussian Distribution, Min-Entropy,
Extended-MLWE

1 Introduction

The Leftover Hash Lemma (LHL) [6, 24] is a crucial tool in cryptography, stat-
ing that universal hash functions are effective good randomness extractors, i.e.,
(H,H(x)) ≈ (U,U) whereH is a random function in the universal hash family, U
is the uniform distribution, and x is from some distribution with sufficient min-
entropy. In lattice-based cryptography, a significant instance is the matrix-vector
multiplication form, where the expression becomes (A,A ·x) for random matrix

3 The extended MLWE assumption is also considered by the original version of the
work dPEK+ [15] by del Pino et al, and the recent version of dPEK+ [16] that
removes this assumption is accepted by Crypto’24.



A ←Mn×m and entropic x. In the integer lattice case,M = Zq can be easily
shown that the matrix-vector multiplication in Zq serves as the universal hash
family, thereby enabling randomness extraction. In the ideal lattice case where
M = Rq for some ring R, proving randomness extraction remains feasible but re-
quires more sophisticated analyses [26,30,33,34,49,50]. This matrix-vector form
is particularly important in many lattice-based analyses, including the Regev
and Dual-Regev encryption schemes [20,46], and other various advanced designs
and analyses [1–3,7, 8, 17,21,30].

Our Focus: LHL for Discrete Gaussians. In this work, we focus on an
important case where x comes from the discrete Gaussian distribution, which has
been used in the analysis of Dual-Regev encryption scheme for the integer lattice
case [20] and the ring case [33]. However, the existing analyses of LHLs in these
two cases post some stronger requirements on the Gaussian width (standard
deviation) and cannot be used to analyze the leakage case, i.e., the case where
some part of x is leaked.

Large Gaussian width has two main disadvantages. Firstly, it will increase
the storage and memory requirements. Considering the correctness of lattice-
based constructions, which relies on the error-correcting techniques, the ratio
of the modulus q to the Gaussian width σ must surpass a certain function of
other parameters like dimensions. Hence a larger Gaussian width implies a larger
modulus size, which in turn increases the storage bits of each element. Secondly,
large Gaussian width increases the time required for discrete Gaussian sam-
pling. Discrete Gaussian sampling for large standard deviation typically requires
base sampler for some small and fixed standard deviation, followed by the tech-
niques of Gaussian convolutions [40] or reject sampling [23] to construct discrete
Gaussian with large width. In contrast, Gaussian sampling with small width
can be implemented from table-based approach, which requires much less time
than those advanced techniques, and smaller width implies smaller size of ta-
bles. Moreover, it is not clear whether the security of the cryptosystems degrades
smoothly with leakage, as the prior analyses of leakage-resilience [3, 21] do not
apply. Our goal is to remove the strong requirements on the Gaussian, and prove
LHL of the most general form for discrete Gaussians.

Limitations in Existing Works. Before we present our results, we overview
currently the best known analyses and then identify their limitations.

– For the integer lattice case, the GPV [20] showed that for all but negligible
fraction of A ∈ Zn×m

q and for discrete Gaussian x ∈ Zm
q with parameter

σ ≥ ηϵ(Λ
⊥(A)) = ω(

√
logm) where ηϵ(Λ

⊥(A)) is the smoothing parameter
of lattice Λ⊥(A), the distribution of A ·x is statistically close to the uniform
distribution. By applying a union bound argument, this analysis implies an
LHL for uniformly random A.

– For the ideal lattice case, the work [33] showed that the marginal distribution

of b0+
∑m−1

i=1 biai is statistically close to uniformly random distribution over
Rq, where R is a cyclotomic ring of degree N , {bi}m−1i=0 are independently
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chosen from the discrete Gaussian distribution on R and {ai}m−1i=0 are chosen
uniformly at random and independently from Rq. This result also requires
the Gaussian parameter of bi, namely σ to be greater than ηϵ(Λ

⊥(a)) =
Ω(n · q2/m) for a = (1, a1, · · · , am−1).

Clearly we can see that the two LHLs mentioned above require σ to be
greater than some smoothing parameters, and this seems necessary if we require
the marginal distribution A · x to be close to uniform for all but negligible frac-
tion of matrices A’s. However, in the setting of LHL where A is uniformly at
random and we consider the joint distribution of (A,A ·x), this requirement on
σ might become removable, i.e., σ = O(1) can be sufficient to imply randomness
extraction. To illustrate this intuition, we consider the case of a uniform binary
vector, i.e., x← {0, 1}m. If m is sufficiently large, e.g., m = O(n log q), then the
existing LHL [6, 24] implies (A,A · x) ≈ (U,U). Since a discrete Gaussian with
parameter O(1) (for sufficiently large constants) should have more than 1 bit
entropy, it would be unsatisfactory that the current LHLs [20, 33] cannot ana-
lyze this case. Additionally, the above Gaussian LHLs are not applicable when x
has been somewhat leaked, even for arbitrary 1-bit leakage, whereas the general
LHL [24] preserves randomness extraction as long as x has entropy O(n log q)+ℓ
where ℓ is the number of leaked bits. This presents another unsatisfactory gap.

To address these, this work aims to answer the following main questions:

(Main Questions:) (1) Can we derive a leftover hash lemma for the
discrete Gaussian over lattice without the dependency of σ ≥ ηϵ(Λ

⊥(A))
or σ ≥ ηϵ(Λ

⊥(a))? (2) Can the leftover hash lemma handle arbitrarily
bounded leakage?

1.1 Our Contributions

This work answers the above two questions affirmatively with the following three
major contributions.

Contribution 1. First we propose two approaches to compute the exact min-
entropy of discrete Gaussians modulo a sub-lattice. The follow theorem is a
combination of our two approaches:

Theorem 1.1 Let Λ,Λ′ be n-dimensional full-rank lattices such that Λ′ ⊆ Λ.
Let B ∈ Rn×n be a basis of Λ and B·T be a basis of Λ′ for some nonsingular up-
per or lower triangular matrix T ∈ Zn×n with positive diagonal elements (ti)i∈[n].
Let ε ∈ (0, 1), positive definite matrix Σ ∈ Rn×n be a positive definite matrix,
and c ∈ Rn be any center. Define the random variable S := DΛ,

√
Σ,c modΛ′.

First, for σ = 1/∥
√
Σ
−1

B∥2, we have

2H∞(S) ≥


ρ√Σ(c

′) ·
n∏

i=1

ρσ(Zti) if
√
Σ > 0

1−ε
1+ε ·

n∏
i=1

ρσ(Zti) if
√
Σ ≥ ηε(Λ)

.
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where c′ = cmodΛ.
Furthermore, we have

H∞(S) ≥

{
log detΛ′

detΛ − log 1+ε
1−ε , if

√
Σ ≥ ηε(Λ

′);

log detΛ′

detΛ − n log
(
ηε

(√
Σ
−1

Λ′
))
− log 1+ε

1−ε if ηε(Λ) ≤
√
Σ < ηε(Λ

′).

It should be noted that the inequality “H∞(S) ≥ log detΛ′

detΛ − log 1+ε
1−ε if√

Σ ≥ ηε(Λ
′)” can be implicitly derived in the celebrated Gaussian smoothing

lemmas [38, Lemma 4.1] and [20, Corollary 2.8], though the smoothing lem-
mas themselves directly only tell us about the smooth min-entropy4 of S, i.e.
Hε
∞(S) = log detΛ′

detΛ . In order to make Theorem 1.1 a more complete lattice tool-
box related to discrete Gaussians, we write it down here without claiming any
new contributions on this statement.

Through our new approaches, we derive a series of new entropy lower bounds
of discrete Gaussian modulo sublattices by substituting lattice tuples (Λ,Λ′)
with some useful and specific choices, such as integer lattice pair (Zn, qZn), ideal
lattice pair (R, q) and q-ary lattice pair (Λ⊥q (A), qZm) for some A ∈ Zn×m

q .
It should be noted that one might consider and easily to compute the so-called

smooth min-entropy for some certain pairs of (Λ,Λ′). The smooth min-entropy,
however, has the following three limitations:

1. When the modulus q is a composite number, the smooth entropy is unlikely
helpful, unless we set other constraint on the distribution of x;

2. Some previous works [7, Lemma 5.4] require the exact min-entropy instead
of smooth min-entropy;

3. Indeed, we have a general lower bound for the exact entropy H∞(x) given
by a function of ε and the ε-smooth min-entropy Hε

∞(x), which was applied
in [45, Lemma 3.8]. Nevertheless, this lower bound has very bad performance.

For more details, please refer to Section 3.
An interesting case is the ideal lattice setting, which plays a crucial role of the

improvements of our new leftover hash lemma over regularity lemma from [33].
We demonstrate that

Lemma 1.2 (Ideal Lattice) Let R be a ring of integers with degree N , q be
a prime number and q be an ideal factor of qR with norm N (q) = qt, S :=
Dcoeff

R,σ mod q be the Gaussian distribution over coefficient lattice of R modulo q,

and σ ≤
√
π
2 ·

q√
ln(4t)

. Then we have H∞(S) ≥ t log σ − 1.

These lower bounds are the keys to our improved LHLs, and they might pro-
vide new insight on the randomness of discrete Gaussian modulo sub-lattices.
Thus, we believe that our new methods and lower bounds can be of independent
interests.

4 A random variable X has ϵ-smooth min-entropy at least k, denoted by Hϵ
∞(X) ≥ k,

if there exists some variable X ′ such that ∆(X,X ′) ≤ ϵ and H∞(X ′) ≥ k.
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Contribution 2. Based on the results in Contribution 1 and further technical
optimizations, we derive two new LHLs in the integer and ideal lattice settings.

For the case of integer lattice, by using the standard LHL [6] with Theo-
rem 1.1 in the integer setting, we are able to achieve Theorem 1.3. Since the
min-entropy of discrete Gaussian distribution over Z modulo qZ was studied
in [35, Lemma 2.5] and applying their estimation to the standard LHL can also
achieve a similar theorem, we do not claim any new result in Theorem 1.1, but
write it here and compare with GPV regularity lemma [20] in order to illustrate
that leftover hashing can be better than smoothing in integer settings.

Theorem 1.3 (LHL for Discrete Gaussian over Integer Lattice) Let q =

q1q2 be a product of two primes, A
$← Zn×m

q and x ← DZm,σ mod q, σ ≤
√
π
2 ·

min{q1,q2}√
ln(4m)

, and m log σ ≥ 2 log(1/ε) + n log q, then SD ((A,A · x), U) ≤ ε.

Here we only consider the case of composite q, and omit the prime modulus case.
The reason is that when q is a prime and q/σ > ω(log λ), the smooth entropy
of x can be derived via DZn,σ(0) = 1/ρσ(Zn) as we discussed previously, and
then apply the leftover hash lemma to DZn,σ to obtain the regularity lemma
for DZn,σ mod q. However, as we claimed previously, the smooth entropy based
analysis might not work for the case of composite q. Alternatively, we can obtain
the LHL above based on the exact min-entropy lower bound in our contribution
1. Without loss of generality, we only consider the simplest case that q has only
two prime factors, and believe it can be generalized to any other composite case.

This new LHL provides a flexible trade-off between the Gaussian parameter
and dimension. Additionally, it can be modified slightly to achieve the leakage-
resilience, assuming the conditional entropy given leakage still satisfies m log σ ≥
2 log(1/ε)+n log q. Compared with the GPV analysis [20], our LHL can save the
Gaussian parameter at least by a factor of ω(

√
log λ) under the same dimension,

i.e., [20] requires m ≥ 2n log q and σ ≥ ω(
√
logm).

We note that the Gaussian parameter σ in [20] needs to be greater than
the smoothing parameter for other purpose besides the LHL. In particular, they
need to sample from the discrete Gaussian distribution over a lattice, and σ is
implicitly greater than the smoothing parameter (ref to Lemma 4.2 in [20]). How-
ever, our result above indeed improves the parameters of GPV’s result without
considering other purposes.

The following theorem is the case of the discrete Gaussian over ideal lattice
under coefficient-embedding, which is the main focus of this paper.

Theorem 1.4 (LHL for Discrete Gaussian over Ideal Lattice) Let R be
a cyclotomic ring of integers, q be a prime number, qR = qe1q

e
2 · · · qeg be the ideal

factorization of qR such that N (qi) = qf and N = efg. Let S = (Dcoeff
R,σ )m be

the discrete Gaussian over the coefficients with parameter σ ≤
√
π
2 ·

q√
ln(4m)

and

mf log σ ≥ 2 log(1/ε)+nf log q+log g+m. Then we have SD ((A,A · x), U) ≤ ε,

where A
$← Rn×m

q and x← S.
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Our LHL over ideal lattice provides a flexible trade-off between the Gaussian
parameter, the module rank and the norm of the ideal factor. Similar to the first
LHL, we can use the conditional entropy to analyze the case of leakage. Com-
pared with the result in [33], our second LHL can save the Gaussian parameter
at least by a factor of

√
N (N is the ring dimension) under the same ring and

module rank, i.e., [33] requires m log σ
2
√
N
≥ (n+ 2

N ) log q and m ≥ n+ ω(log λ)

(refer more details to Lemma 2.14 and Corollary 2).
Our new LHLs are applicable to the case σ = O(1) as long as the dimensionm

is sufficiently large, and can be used to analyze leakage scenarios using techniques
of conditional entropy [3,7,30]. To the best of our knowledge, these are the first
results without dependencies on the smoothing parameters when we consider
the LHL scenario. Thus, we can answer the two main questions affirmatively.

Contribution 3. We identify an important application for proving asymptotic
hardness of the extended module LWE, namely ExtMLWE, used as the main se-
curity foundation in the recent works by Lyubashevsky et al. [31] and del Pino et
al. [15]. However, these prior works were not able to establish a security reduc-
tion, thus leaving the hardness of ExtMLWE as pure assumption. Particularly,
our Theorem 1.4 serves as the key that leads to the following reduction, showing
hardness of ExtMLWE based on the more well-studied module LWE, i.e., MLWE:

Theorem 1.5 (Asymptotic Hardness of ExtMLWE, Informal) Assume that
MLWE (for appropriate parameters) is hard. Then the ExtMLWE problem (for
appropriate parameters) is also hard.

This result enhances our confidence of their constructions [15, 31], resolving an
open problem in these works.

1.2 Technical Overview

We provide a technical overview of our main contributions. To start with, in
order to show LHLs for discrete Gaussian over integer and ring, we rely on the
standard randomness extraction approach, i.e., extracting enough randomness
from the source with sufficient entropy. Thus, we need firstly determine the min-
entropy of a discrete Gaussian, particularly, the min-entropy of discrete Gaussian
modulo a sub-lattice, as it requires that the source mod every factor of modulus
q or ideal qR has sufficient entropy for the case of arbitrary q or qR [27, 30, 35].
Regretfully, there is currently no literature that has explicitly calculate such
lower bound. Therefore, our first technique task is to calculate the min-entropy
lower bound of discrete Gaussian modulo sub-lattice.

Min-Entropy of Discrete Gaussian modulo Sub-Lattice

Let Λ and Λ′ be full-rank lattices in Rn such that Λ′ is a sub-lattice of Λ.
Our goal in this paper is to find an explicit lower bound for the min-entropy of
the modular distribution X = (DΛ,Σ,c modΛ′) for some specific but commonly
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used lattices Λ and Λ′, for example, Λ = Zn & Λ′ = qZn for some modulus q,
or Λ = OK and Λ′ = q for some number field K and its OK-ideal q. To this end,
we propose two approaches to evaluate the lower bound of X ′s min-entropy.

Here is our first general approach. For simplicity, we begin withΣ = σ2In and
c = 0n for some spherical gaussian with parameter σ > 0. From the definition
of min-entropy, we have

2H∞(DΛ,σ modΛ′) =
ρσ(Λ)

max
x∈Λ

ρσ(Λ′ + x)
≥ ρσ(Λ)

ρσ(Λ′)
(1)

=
∑

x∈Λ/Λ′

ρσ(Λ
′ + x)

ρσ(Λ′)
≥

∑
x∈Λ/Λ′

ρσ(x), (2)

where Λ/Λ′ is the quotient group ΛmodΛ′ and x traverses one representative
vector of each coset in Λ/Λ′. Inequalities (1) and (2) are owed to the gaussian
inequality ρσ(L)·ρσ(v) ≤ ρσ(L+v) ≤ ρσ(L) for all full-rank lattice L and vector
v ∈ Rn (see lemma 2.3). For a single coset v + Λ′ ∈ Λ/Λ′, the representative
element x of v +Λ′ ∈ Λ/Λ′ is not unique, and we wish its norm to be as small
as possible in order to make the Gaussian ρσ(x) reach its maximum among x ∈
v+Λ′. Hence our goal can be reduced to first finding a low-norm representative
of each coset in the quotient group Λ/Λ′ and second estimating a lower bound
of ρσ(Λ/Λ′).

To this end, we apply the Hermite Normal Form Decomposition [19], which
tells us that every nonsingular integer matrix can be transformed to an integer
upper triangular matrix via elementary column operations. For general pairs
of n-dim full-rank lattice Λ = L(B) and its full-rank sub-lattice Λ′ = L(B′)
such that B′ = B ·M for some nonsingular integer matrix M ∈ Zn×n, we can
decompose M to M = TP for an upper triangular matrix T ∈ Zn×n with
diagonal elements (ti)i∈[n] and a unimodular matrix P. Then B ·T can also be

a basis of Λ′. Then we can rewrite the quotient group as5

Λ/Λ′ = B · (Zn/T · Zn) = B · {t+T · Zn | t ∈ (Zt1 × · · · × Ztn)
⊤}.

Therefore, we successfully find explicit coset representatives of Λ/Λ′ to be B ·
(Zt1 × · · · × Ztn)

⊤, yielding that

2H∞(DΛ,σ modΛ′) ≥ ρσ(B · (Zt1 × · · · × Ztn)
⊤)

= ρσ/∥B∥2((Zt1 × · · · × Ztn)
⊤) =

n∏
i=1

ρσ/∥B∥2(Zti).

We further consider the case of ideal lattices, i.e. Λ = R and Λ′ = I, where
R = OK is the ring of integers of a number field K = Q[ζ], and I is an R-ideal.
It’s a problem to identify a proper structure of R/I for general R and I. If I is a
prime ideal factor of qR with norm N(I) = qf where q is a prime number, then I
is generated by two elements, i.e. I = ⟨q, FI(ζ)⟩ for some f -degree polynomial FI
with integer coefficients, by Dedekind theorem. From this approach, a question
is raised whether there exist similar properties for more general ideal I? Our new

5 We define the set Zq to be integers in (−q/2, q/2] for modulus q ≥ 2.
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observation is that we can extend Dedekind theorem to every ideal factor I of qR
where q is a prime number andN (I) = qt for 1 ≤ t ≤ N , such that I = ⟨q, FI(ζ)⟩
for some t-degree integer-coefficient polynomial FI . This shows that each coset of

R/I has a representative
t−1∑
i=0

aiζ
i for some ai ∈ Zq, indicating that the quotient

ring R/I is isomorphic to Zt
q×{0}N−t via the coefficient embedding mapping ϕ.

LetDcoeff
R,σ denote the discrete Gaussian distribution sampling from the coefficient

lattice ϕ(R) with parameter σ. Therefore, we can obtain a lower bound for the
min-entropy of the distribution Dcoeff

R,σ mod I:

H∞
(
Dcoeff

R,σ mod I
)
≥ log

(
ρcoeffσ (R/I)

)
= log (ρσ(ϕ(R)/ϕ(I)))

≥ log
(
ρσ(Zt

q)
)
≈ t log σ.

Our second approach is inspired by a lemma from Lyubashevsky, Peikert
and Regev [33, Claim 7.1], which stated that for any n-dimensional lattice Λ
and ε, σ > 0, we have

ρ1/σ(Λ) ≤ (1 + ε) ·max{1, ηε(Λ∨)/σ}n.

Let X = (DΛ,σ,c modΛ′) for some full rank n-dimensional lattices Λ and

Λ′ ⊆ Λ. Since H∞(X ) = − log
(
maxx∈Λ

ρσ(Λ
′+x−c)

ρσ(Λ−c)

)
From the properties of

smoothing parameter and the lemma above, for σ ≥ ηε(Λ), we can compute
that

ρσ(Λ
′ + x− c) ≤ ρσ(Λ

′) =
σn

detΛ′
· ρ1/σ((Λ′)∨) ≤

σn

detΛ′
· (1 + ε) ·max{1, ηε(Λ′)/σ}n

ρσ(Λ− c) ≥ (1− ε) · σn

detΛ
,

Therefore, we have

H∞(X ) ≥ log
detΛ′

detΛ
− n log

(
max{1, ηε(Λ′)/σ}

)
− log

1 + ε

1− ε

It should be noted that (1) this min-entropy result is consistent with the
smoothing lemma from [38, Lemma 4.1] and [20, Corollary 2.8], since for σ ≥
ηε(Λ

′), we have H∞(X ) ≥ log detΛ′

detΛ − log 1+ε
1−ε which almost reaches the full min-

entropy of Λ/Λ′ and this lower bound can improve several previous analyses
such as [45, Lemma 3.8]; (2) Many cases are fit in our second approach. We take
the q-ary case Λ = Λ⊥(A) and Λ′ = qZm for some A ∈ Zn×m

q , and the ring
case Λ = σ(R) and Λ′ = σ(q) for some ring of integers R and its ideal q as two
examples. Please refer more details to Corollary 8 and Corollary 9.

Improving LHL of Discrete Gaussian over Ideal Lattice

Based on our new min-entropy lower bound of discrete Gaussian mod q-ary
lattice, we can obtain a LHL for discrete Gaussian over integer lattice by com-
bining the standard LHL. For the case of discrete Gaussian over ideal lattice, we
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can derive a LHL with more tight parameters compared with directly applying
Corollary 5.7 in [30]. In order to illustrate our new insight, we start with a recap
of the proof strategy of Corollary 5.7 in [30].

The proof in [30] is based on the basic algebraic leftover hash lemma in [30],
which says that

SD((A,A · s), (A,u)) ≤ 1

2

√∑
q|qR

N (q)n · Col(Smod q)− 1, (3)

where A ← U(Rn×m
q ) and u ← U(Rm

q ) are sampled uniformly at random, and
S is a distribution over Rm

q and has sufficient entropy modulo each ideal factor
q. It needs to further upper bound the term

∑
q|qR
N (q)n · Col(Smod q) via the

min-entropy of Smod q. Their strategy is to directly upper bound Col(Smod q)
by the worst case, i.e., Col(Smod q) ≤ 1/2H∞(Smod q) ≤ 1

2e for any ideal q|qR,

and then upper bound 1
2e ·

∑
q|qR
N (q)n ≤ q2nN

2e . Therefore, they require the min-

entropy of Smod q greater than nN log q. This constraint will produce quite
large Gaussian parameters if the ideal qR is splitted into many R-ideals.

Our new insight is a more tight upper bound of the term
∑
q|qR
N (q)n·Col(Smod q),

which only requires qn/σm to be negligible. We observe that if the min-entropy
lower bound of Smod q has somewhat linear relationship with t for N(q) = qt,
then we can obtain a more tight upper bound of

∑
q|qR
N (q)n ·Col(Smod q). Take

a simple case of q unramified over R and qR full-splitting (qR = q1 · · · qN and
every prime ideal factor q of qR has norm q) as an example. We can upper bound
SD((A,A · s), (A,u)) as follows:

SD((A,A · s), (A,u)) (4)

≤ 1

2

√∑
q|qR

N (q)n · Col
(
(Dcoeff

R,σ )
m mod q

)
− 1

=
1

2

√ ∑
i1,··· ,iN∈{0,1}

N (qi11 · · · qiNN )n · Col
(
(Dcoeff

R,σ )
m mod qi11 · · · qiNN

)
− 1

≤ 1

2

√ ∑
i1,··· ,iN∈{0,1}

qn(i1+···iN ) · 2−(i1+···iN )m log σ − 1 (5)

=
1

2

√√√√√
 ∑

i1∈{0,1}

( qn

σm

)i1 · · ·

 ∑
iN∈{0,1}

( qn

σm

)iN− 1 (let ε =
qn

σm
)

=
1

2

√
(1 + ε)N − 1 ≤

√
Nε

where A
$← Rn×m

q , s ← (Dcoeff
R,σ )m and u

$← Rn
q . Inequality (5) is due to the

fact that collision probability is less than or equal to the maximal probability of
a random variable. This result implies that if m log σ ≥ n log q + ω(log λ), the
statistical distance between (A,A · s) and uniform random is negligible.
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From our new proof of LHL for discrete Gaussian over ideal lattice, we pro-
pose a strategy for how to use the algebraic leftover hash lemma even if qR is
splitting into many prime ideals. For certain distribution S, the goal is to find
a linear function f(x) = a · x − δ s.t. for each ideal factor q of qR with norm
N (q) = qt, H∞(Smod q) ≥ f(t). We refer more details to lemma 5.3.

2 Preliminary

Notations Let λ denote the security parameter. For an integer n, let [n] denote
the set {1, ..., n}. We use bold lowercase letters (e.g. a) to denote vectors and
bold capital letters (e.g. A) to denote matrices. We write e = exp(1) as the
natural constant. For a positive integer q ≥ 2, let Zq be the ring of integers
modulo q where each number is located in (−q/2, q/2]. For any c ∈ (−1/2, 1/2],
let Zq + c = (Z + c) ∩ (−q/2, q/2] (note that whether q is odd or even, this

set has size q). For a distribution on a set X, we write x
$←− X to denote the

operation of sampling a random x according to X. For distributions X,Y , we

let SD(X,Y ) denote their statistical distance. We write X
s
≈ Y or X

c
≈ Y to

denote statistical closeness or computational indistinguishability, respectively.
We use negl(λ) to denote the set of all negligible functions µ(λ) = λ−ω(1). We
write rBpn as the n-dimensional unit ball with radius r related to p-th norm, i.e.
rBpn = {x ∈ Rn | ∥x∥p ≤ r} for p ∈ [1,∞] and r > 0.

A unimodular matrix U ∈ Zn×n satisfies detU = ±1; in particular, U−1 ∈
Zn×n is also a unimodular matrix. The spectual norm of a matrix X ∈ Rn×k

is its largest singular value s1(X). The length of a matrix X is the norm of its
longest column ∥X∥ = maxi ∥xi∥. For any (ordered) set S = {s1, · · · , sn} ⊆ Rn

of linearly independent vectors, let S̃ = {s̃1, · · · , s̃n} denote its Gram-Schmidt
orthogonalization [20].

The min-entropy of a random variable X is H∞(X)
def
= − log(maxx Pr[X =

x]), which measures the maximal probability of elements in X. The conditional

min-entropy of X conditioned on Z is H∞(X | Z)
def
= − log(Ez←Z [maxx Pr[X =

x | Z = z]]), which measures the best guess for X given a correlated random
variable Z. The following lemma says that the min-entropy drops by at most ℓ
bits if conditioning on ℓ bits of information.

Lemma 2.1 ( [18]) Let X,Y, Z be arbitrary (correlated) random variables where
the support of Z is of size at most 2ℓ. Then H∞(X | Y, Z) ≥ H∞(X | Y )− ℓ.

2.1 Lattices

A lattice Λ ⊂ Rn is the set of all integer linear combinations of t linearly inde-
pendent basis vectors B = (b1, · · · , bt) ∈ Rn×t, i.e., Λ = B · Zt. We call t the
rank of the lattice. If t = n, we call Λ a full-rank lattice.

A lattice is a discrete additive subgroup of Rn. For sub-lattice Λ′ ⊆ Λ, the
quotient group Λ/Λ′ is well-defined as the additive group of distinct cosets v+Λ′

for v ∈ Λ. The vector v is called the coset representative of v +Λ′.
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The length of the shortest non-zero vector in Lp norm of a latticeΛ is denoted
as λp

1(Λ) := minx∈Λ/{0} ∥x∥p. The dual lattice of Λ is defined as Λ∨ := {y ∈
Rn | ⟨y,Λ⟩ ⊆ Z}, i.e., the set of all vectors that have integer inner product with
all lattice vectors in Λ. It is easy to see that (Λ∨)∨ = Λ. For a lattice Λ and
its one set of basis B ∈ Rn×n, the set P(B) := B · [−1/2, 1/2)n is called the
fundamental parallelepiped defined by the basis. For a point c ∈ Rn, we write
c′ := cmodP(B) for the unique element c′ s.t. c = c′+x for some lattice point
x ∈ Λ. Equivalently, if c = B · v for v ∈ Rn, then cmodP(B) = B · (x− ⌊x⌋).
A set of linearly independent vectors y1, · · · ,yk ∈ Λ is primitive with respect
to Λ if ∀t ∈ Rk, (y1, · · · ,yk) · t ∈ Λ iff t ∈ Zk. We have the following basis
extension theorem in lattices:

Lemma 2.2 (Theorem 7 in [13]) Let Λ ⊂ Rn be a k ≥ 1 dimensional lattice.
Given b1, · · · , bi ∈ Λ primitive with respect to Λ, there exists bi+1, · · · , bk ∈ Λ
such that the extension b1, · · · , bk is a basis of Λ.

Let A ∈ Zn×m for some positive integers n,m and we define two lattices
given by A,

Λ(A) = {y ∈ Zm | y = A⊤ · s for some s ∈ Zn}

Λ⊥(A) = {e ∈ Zm | A · e = 0},

and two q-ary lattices given by A ∈ Zn×m
q for some positive modulus q:

Λq(A) = {y ∈ Zm | y = A⊤ · s mod q for some s ∈ Zn
q }

Λ⊥q (A) = {e ∈ Zm | A · e = 0 mod q}.

2.2 Gaussian Distribution

We define the Gaussian function on Rn with Gaussian parameter σ > 0 centered
at c ∈ Rn as ρσ,c : Rn → (0, 1]:

ρσ,c(x) = exp(−π∥x− c∥2/σ2).

We define the discrete Gaussian distribution on a n-dimensional full rank
lattices Λ centered at c ∈ Rn with Gaussian parameter σ > 0 as DΛ,σ,c : Λ →
(0, 1]:

DΛ,σ,c(x) =
ρσ,c(x)

ρσ,c(Λ)
.

The subscripts σ and c are taken to be 1 and 0 respectively when omitted.
We denote DΛ,σ,c,≤r as the truncated Gaussian distribution by sampling x ←
DΛ,σ,c, rejecting if ∥x∥ > r, and sampling x again until success and outputing
x. Truncated Gaussian density is defined as:

DΛ,σ,c,≤r(x) =

{
ρσ,c(x)

ρσ,c(Λ∩rB2
n)
, if ∥x∥ ≤ r;

0, if ∥x∥ > r.

11



For a positive definite matrix Σ, we define the non-spherical Gaussian function
on Rn centered at c ∈ Rn with matrix parameter

√
Σ as

ρ√Σ,c(x) = exp
(
−π(x− c)⊤Σ−1(x− c)

)
= exp

(
−π
∥∥∥√Σ−1(x− c)

∥∥∥2) .

For a positive definite matrix Σ, we define the discrete Gaussian distribution
on a n-dimensional full rank latticesΛ centered at c ∈ Rn with matrix parameter√
Σ as DΛ,

√
Σ,c : Λ→ (0, 1]:

DΛ,
√
Σ,c(x) =

ρσ,c(x)

ρσ,c(Λ)
.

Lemma 2.3 ( [14], Lemma 3) For a full rank lattice Λ ⊆ Rn, σ > 0 and
c ∈ Rn, we have

ρσ(Λ) · ρσ(c) ≤ ρσ,c(Λ) ≤ ρσ(Λ).

We take σ = 1, Λ ←
√
Σ
−1

Λ and c ←
√
Σ
−1

c in lemma 2.3 to obtain the
generalized corollary:

Corollary 1. For a full rank lattice Λ ⊆ Rn, positive definite matrix Σ ∈ Rn×n

and c ∈ Rn, we have

ρ√Σ(Λ) · ρ√Σ(c) ≤ ρ√Σ,c(Λ) ≤ ρ√Σ(Λ).

The following two tail bounds by Banaszczyk are useful when dealing with
truncated Gaussian sums.

Lemma 2.4 ( [5], Lemma 2.8) For any n-dimensional lattice Λ and radius

r ≥
√
n/2π,

ρ(Λ\rB2
n)

ρ(Λ)
<

(
2πe

n

)n/2

rn exp(−πr2).

Lemma 2.5 ( [5], Lemma 2.10) For any n-dimensional lattice Λ, center v ∈
Rn and radius r > 0,

ρ((Λ− v)\rB∞n )

ρ(Λ)
< 2n · exp(−πr2).

2.3 Smoothing Parameter

We will recall the definition of smoothing parameter and its useful properties
from [20,38,41].

Definition 2.6 (Smoothing Parameter [38]) For lattice Λ ⊆ Rn and any
ε > 0, the smoothing parameter ηε(Λ) is the smallest real s > 0 such that
ρ1/s(Λ

∨) ≤ 1+ ε. For an invertible matrix B ∈ Rn×n, we say that ηε(Λ) ≤ B if
ηε(B

−1Λ) ≤ 1.
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Lemma 2.7 (Generalization of Corollary 2.8 [20]) Let Λ,Λ′ be n-dimensional

lattices with Λ′ ⊆ Λ. For any ε ∈ (0, 1/2),
√
Σ ≥ ηε(Λ

′) and c ∈ Rn, we have

SD(DΛ,
√

Σ,c modΛ, U(ΛmodΛ′)) ≤ 2ε.

Lemma 2.8 (Lemma 3.5 [41]) For any p ∈ [1,∞], any n-dimensional lattice
Λ, and any ε > 0,

ηε(Λ) ≤
√

ln(2n(1 + 1/ε))/π

λ∞1 (Λ∨)
≤

n1/p ·
√

ln(2n(1 + 1/ε))/π

λp
1(Λ

∨)
.

Lemma 2.9 (Lemma 3.1 [20]) For any n-dimensional lattice Λ, any basis B
of Λ, and any ε > 0,

ηε(Λ) ≤ ∥B̃∥ ·
√

ln(2n(1 + 1/ε))/π.

Lemma 2.10 (Implicit in Lemma 4.4 [38]) Let Λ be an n-dimensional lat-

tice. For any ε > 0, positive definite matrix Σ such that
√
Σ ≥ ηε(Λ) and

c ∈ Rn, we have
√
detΣ

det(Λ)
≤ ρ√Σ(Λ) ≤ (1 + ε) ·

√
detΣ

det(Λ)
,

(1− ε) ·
√
detΣ

det(Λ)
≤ ρ√Σ,c(Λ) ≤ (1 + ε) ·

√
detΣ

det(Λ)
.

Lemma 2.11 (Claim 7.1 [33]) For any n-dimensional lattice Λ and ε, σ > 0,

ρ1/σ(Λ) ≤ (1 + ε) ·max

{
1,

(
ηε(Λ

∨)

σ

)n}
.

Lemma 2.12 (Adapted from Corollary 5.4 in [20] and Lemma 18 in [10])
Let q ≥ 2 and m ≥ 2n log q. For all but at most q−0.16n fraction of A ∈ Zn×m

q ,

we have λ∞1 (Λq(A)) ≥ q/4. For such A and any σ ≥ 4
√

ln(2m(1 + 1
ε ))/π, the

statistical distance between the marginal distribution of u = As and U(Zn
q ) is

within 2ε.

Gaussians over Ideal Lattices

We will describe the discrete gaussian distributions over fractional ideal I under
coefficient embedding ϕ : K → Q and canonical embedding σ : K → H. For
more detailed introductions to algebraic number theory, please refer to Appendix

For any positive definite matrix Σ and element t ∈ KR, we define the discrete
Gaussian over coefficient lattice as Dcoeff

I,
√
Σ,t

(respectively, Dcoeff
I,
√
Σ,t,≤r) to be a dis-

crete Gaussian (respectively, truncated gaussian) distribution on coefficients, by
taking the coefficients as a lattice in Rn, i.e. sampling ϕ(a)← Dϕ(I),

√
Σ,ϕ(t) (re-

spectively,Dϕ(I),
√
Σ,ϕ(t),≤r) and output a. We defineDcoeff

KR,
√
Σ,t

to be a continuous

Gaussian over KR where we sample Gaussian vector in the coefficient space, and
the probability density function is defined as Dcoeff

KR,
√
Σ,t

(a) = DRN ,
√
Σ,ϕ(t)(ϕ(a)).
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We also define the discrete Gaussian over canonical lattice by DI,
√
Σ,t(a) =

Dσ(I),
√
Σ,σ(t)(σ(a)) and DI,

√
Σ,t,≤r(a) = Dσ(I),

√
Σ,σ(t),≤r(σ(a)) for all a ∈ I to

be the gaussian distribution and truncated gaussian distribution on canonical
embedding. Similarly, we define the continuous Gaussian over canonical space
by DKR,

√
Σ,t(a) = DH,

√
Σ,σ(t)(σ(a))

Since there exists a direct linear map from ϕ(a) to σ(a) by σ(a) = Vfϕ(x)
for all x ∈ K, we have DI,Vf

√
Σ,t(a) = Dcoeff

I,
√
Σ,t

(a) for all a ∈ K. Particularly, if

K is M -th cyclotomic number field where M is a prime number or power of 2,
DI,
√
Nσ,t(a) = Dcoeff

I,σ,t(a) and DI,
√
Nσ,t,≤

√
Nr(a) = Dcoeff

I,σ,t,≤r(a) for all a ∈ I and

r > 0 (i.e. for spherical gaussian, the gaussian parameter in canonical embedding
is
√
N times of the gaussian parameter in coefficient embedding).
With the definition of discrete Gaussian over ideal lattice, we need the fol-

lowing regularity lemma from [33] to show the advantage of our new regularity
lemma. It is worth to note that the discrete Gaussian distribution in their regu-
larity lemma is sampled over the canonical lattice σ(R) with respect to Gaussian
parameter σ.

Lemma 2.13 (Corollary 7.5 [33]) Let K = Q[ζ] be the M -th cyclotomic field

with degree N = φ(M). Let σ > 2N · q n
m+ 2

mN be a Gaussian parameter. Let

n,m, q be lattice parameters. Assume that A = [In | Ā] ∈ Rn×m
q where Ā

$←
R

n×(m−n)
q . With probability 1− 2−Ω(N) over the choice of Ā, the distribution of

As ∈ Rn
q where s← (DR,σ)

m is within statistical distance 2−Ω(N) of U(Rn
q ).

Micciancio and Suhl proposed a transformation from a LWE instance to a
Knapsack instance [39, Lemma 20]. We can generalize it to ring case, where the
function maps ([In | Ā], [In | Ā]·s) ∈ Rn×m

q ×Rn
q to (A′,A′·s) ∈ Rn×m

q ×Rn
q , and

([In | Ā], b) to (A′, b′) such that (Ā, b), (A′, b′) are closed uniform distribution
respectively and s← (DR,σ)

m, as long as there exists n columns of A′ that form
an invertible matrix in Rn×n

q overwhelmingly. We apply the technique from Jin
et al. [25, Theorem 5.2] to show that the constraint m ≥ n+ω(log λ) is sufficient
for the overwhelming probability of the existence of an invertible sub-matrix
from Rn×m

q , and we put the proof to Appendix B.1:

Lemma 2.14 Let K = Q[ζ] be the M -th cyclotomic field with degree N =
φ(M). Let m,n, q be lattice parameters such that q ≥ 2N is a prime number and

m ≥ n. With all but at most 2n−m probability, for A′
$← Rn×m

q , there exists n
columns of A′ that form an invertible matrix in Rn×n

q .

Therefore, with the lemma 2.14, we can obtain the following corollary, which

modifies the public matrix A from [In | U(R
n×(m−n)
q )] to U(Rn×m

q ). This corol-
lary will serve for a fair comparison with our new regularity lemma in Corollary
11.

Corollary 2. Let λ be the security parameter. Let K = Q[ζ] be the M -th cy-
clotomic field with degree N = φ(M). Let m,n, q be lattice parameters such

that q ≥ 2N is a prime and m ≥ n + ω(log λ). Let σ > 2N · q n
m+ 2

mN be a
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Gaussian parameter. Let the prime ideal factorization of qR be qR = q1q2 · · · qg
where N (qi) = qf and fg = n. With probability 1 − negl(λ) over the choice of

A
$← Rn×m

q , the distribution of As ∈ Rn
q where s← (DR,σ)

m is within statistical

distance 2−Ω(N) of U(Rn
q ).

3 General Limitations of Smooth Min-Entropy

Smooth min-entropy was first introduced by Renner and Wolf [47], which intu-
itively says that a distribution has high smooth min-entropy if it is statistically
close to a distribution with high exact min-entropy.

Definition 3.1 (Smooth Min-Entropy) We say that a random variable X
has ε-smooth min-entropy at least k, denoted by Hε

∞(X) ≥ k, if there exists
some random variable X ′ such that SD(X,X ′) ≤ ε and H∞(X ′) ≥ k.

For the sake of illustrating that computing exact min-entropy is necessary,
we list three limitations of smooth entropy in the following remarks:

Remark 3.2 As we introduced in the introduction, a lattice-structured leftover

hash lemma (in integer settings) is to state that (A,A · x)
ε
≈ (A,u) for A

$←
Zn×m
q , u

$← Zn
q and x← X for some distribution X with support Zm

q .
When q is a prime, the smooth entropy is quite useful in the following way:

If we have Hε1
∞(X ) ≥ k for some ε1 > 0, then there exists a random variable

X ′ such that H∞(X ′) ≥ k. For x′ ← X ′, we can apply the leftover hash lemma

to derive that (A,A · x′)
ε2≈ (A,u) for some ε2 > 0. In the end, we can get

(A,A · x)
ε1+ε2≈ (A,u).

When q is a composite number, the application of leftover hash lemma is
more complicated, which requires (X mod p) has enough min-entropy for all p | q.
if we only have preconditions that Hε

∞(X mod p) ≥ k such that (X mod p)
ε
≈

X ′p and H∞(X ′p) ≥ k for some distribution X ′p, and we still want to apply the
leftover hash lemma to prove the uniformity of (A,A · x), we need to find a
random variable X ′ such that H∞(X ′mod p) for all p | q is known. However,
these preconditions does not guarantee the existence of such X ′ since X ′q mod p
is unlikely the same as X ′p. Therefore, in the case of composite q, we should be
more careful when applying the leftover hash lemma, let alone the ring case Rq.

Remark 3.3 In some previous works, the exact min-entropy is required. Brak-
erski and Döttling [7] proposed a reduction from the standard LWE to LWE with
entropic secrets. In the case where the secret has bounded norm [7, Lemma 5.4],
they required the secret s to be totally bounded, instead of being overwhelmingly
bounded. Therefore, when dealing with the bounded case, we need to find the exact
min-entropy of the totally bounded distribution. For example, if we would like to
take the discrete Gaussian as the secret distribution while discrete Gaussian is
not totally bounded but overwhelmingly bounded, then we must first change the
discrete Gaussian to a truncated discrete Gaussian, and then apply the bounded
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case of [7] to the truncated one, which requires the exact min-entropy of the trun-
cated distribution. For more details of the exact min-entropy of truncated discrete
Gaussian and its application in bounded case of entropic LWE’s hardness, please
refer to Corollary 7 and Lemma 6.4.

Remark 3.4 For a distribution D, there exists a natural and general lower
bound of the exact min-entropy H∞(D), which can be formulated by a function of

ε and the smooth min-entropy Hε
∞(D) = k such that H∞(D′) = k and D

ε
≈ D′

in the following way:

H∞(D) = − log
(
max
x

D(x)
)
≥ − log

(
max
x

D′(x) + 2ε
)
= − log

(
2−k + 2ε

)
.

Thus, the natural lower bound depends on both k and ε. If ε ≫ 2−k, this lower
bound has very bad performance since − log

(
2−k + 2ε

)
is far less than k. For

example, ε = 2−n is an ideal setting asymptotically, however, if we have k =
n log q, then H∞(D) can be only lower bounded by n − 1, which loses too much
min-entropy compared to k = n log q. Therefore, computing the min-entropy of
a distribution by its smooth min-entropy has unavoidable demerits.

4 Min-Entropy of Discrete Gaussian Modulo a
Sub-Lattice

In this section, we propose two approaches to compute the lower bound of min-
entropy of discrete Gaussian modulo a sub-lattice. The first approach does not
depend on the smoothing parameter and its intuitive idea has been discussed
in techinical overview. The second approach utilizes the smoothing parameter,
which serves as a supplement to our first approach.

4.1 First Approach

Before presenting our theorem of the first approach, we start with Hermite Nor-
mal Form Decomposition. The following lemma is mainly taken from [19], which
illustrates that any square integer matrix M can be factorized to a integer upper
triangular matrix T ∈ Zn×n, followed by a unimodular matrix P ∈ Zn×n, i.e.,
M = TP. In fact, [19] proves a stronger result that if we set other constraints
on the upper triangular matrix T, then the decomposition is unique. We do
not claim any new results in lemma 4.1, but give a simple proof based on the
basis extension theorem in lattices, which only requires the existence of such
decomposition and the uniqueness of T’s diagonal elements except for signs.

Lemma 4.1 (Hermite Normal Form Decomposition [19]) Let n ≥ 1 be
the matrix dimension. For any invertible integer matrix M = (mkj)k,j∈[n] ∈
Zn×n, there exists a unimodular matrix P ∈ Zn×n such that T = MP is an
upper triangular matrix and there exists an efficient algorithm to get such P.
Moreover, regardless the choice of P, the sequence and the absolute values of the
diagonal entries Tii for i ∈ [n] are invariant.
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Proof. We will find the matrixP =
(
p1 p2 · · · pn

)
by determining p1,p2, · · · ,pn ∈

Zn successively.
For the matrix M ∈ Zn×n, we define Mi ∈ Z(n−i)×n as the matrix altered

from M by deleting the upper i rows for 0 ≤ i ≤ n. Then we obtain a sequence
of lattices:

{0n} = Λ⊥(M0) ⊊ Λ⊥(M1) ⊊ · · · ⊊ Λ⊥(Mn−1) ⊊ Λ⊥(Mn) = Zn

where dimΛ⊥(Mi) = i for all i.
We notice that the requirements on P can be translated to two conditions:

1. The requirement thatMP is an integer upper triangular matrix, is equivalent
to the condition that pi ∈ Λ⊥(Mi) for all i ∈ [n];

2. The requirement that detP = ±1, is equivalent to the condition that P is a
basis of Zn.

We state that for any 1 ≤ i < j ≤ n, any basis of Λ⊥(Mi) is primitive with
respect to Λ⊥(Mj). Otherwise, if for some basis M′i ∈ Zn×i of Λ⊥(Mi), there
exists a non-integer vector t ∈ Ri such that M′i · t ∈ Λ⊥(Mj) ⊂ Zn, then due to
Mi · (M′i · t) = 0i, we have M′i · t ∈ Λ⊥(Mi), contradicting to the definition of
lattice basis.

From the basis extension theorem in lemma 2.2, we can successively pick
pi, such that p1, · · · ,pi is a basis of Λ⊥(Mi) conditioned on p1, · · · ,pi−1 is a
basis of Λ⊥(Mi−1). By Gaussian elimination algorithm, we can finish this step
efficiently (with time in poly(n)). Therefore, the choice of P satisfies the two
conditions above, which completes the proof of existence.

Suppose there exist two invertible integer upper triangular matrices T =
(tij)i,j∈[n],T

′ = (t′ij)i,j∈[n] ∈ Zn×n such that |tii| ≠ |t′ii| for some i ∈ [n], and

there exists a unimodular matrix U ∈ Zn×n such that T = T′U. Since T′−1 is
an upper triangular matrix with diagonal entries to be (T′−1)ii = 1/t′ii for all
i ∈ [n], then U = T′−1T is also an upper triangular matrix with diagonal entries
to be Uii = tii/t

′
ii ∈ Z for all i ∈ [n]. From the same arguments t′ii/tii ∈ Z for all

i ∈ [n], yielding a contradiction to |t′ii| ̸= |tii| for some i ∈ [n]. This completes
the proof of invariance of diagonal parts. ⊓⊔

Hermite Normal Form Decomposition gives us a way to characterize the
relationship between a full-rank lattice Λ = B · Zn×n and its full-rank sub-
lattice Λ′ = B ·M · Zn where B ∈ Rn×n is a basis of Λ and M ∈ Zn×n is some
nonsingular matrix. Because the basis B multiplied with any unimodular matrix
P can still be the basis of the same lattice, we can rewrite the sublattice Λ′ as
Λ′ = B · T · Zn for some nonsingular upper triangular matrix T ∈ Zn×n. The
following corollary gives us explicit coset representatives of Λ/Λ′, which is useful
for our estimation of the min-entropy of discrete Gaussian distribution over Λ
modulo Λ′ for a general lattice pair (Λ,Λ′).

Corollary 3. Let n ≥ 1 be the lattice dimension. Let Λ ⊂ Rn be a full-rank
lattice with basis B ∈ Rn×n. For any full-rank sub-lattice Λ′ ⊆ Λ, there exist
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some integer upper triangular matrix T ∈ Zn×n with invariant diagonal entries
t1, t2, · · · , tn > 0 such that the basis of Λ′ is B ·T. Moreover, a coset represen-
tative of the quotient group Λ/Λ′ is B · (Zt1 × Zt2 × · · · × Ztn)

⊤.

Proof. The existence of the integer upper triangular matrix T follows lemma
4.1. If some diagonal elements of T are not positive, we can multiply a diagonal
matrix with elements ±1 to the right side of T and transform the negative
elements to its absolute values while keeping T to be an upper triangular matrix.
The uniqueness of diagonal elements of T also follows lemma 4.1.

If there exist non-zero vector y ∈ (Zt1 × · · · × Ztn)
⊤ such that B · y ∈ Λ′,

we will find some x = (xi)i∈[n] ∈ Zn such that B · y = B · T · x, yielding
y = T · x. In order to satisfy this linear system of equations, we can apply
the induction on i to prove that xn−i = 0 for i = 0, · · · , n− 1 due to the upper
triangular property of T. Therefore, there do not exist two different vectors from
B · (Zt1 × Zt2 × · · · × Ztn)

⊤ in the same coset of Λ/Λ′. Moreover, we have

|Λ/Λ′| = detΛ′

detΛ
=

det(B ·T)

detB
= detT =

n∏
i=1

ti =
∣∣B · (Zt1 × Zt2 × · · · × Ztn)

⊤∣∣ ,
which shows that a set of coset representatives of Λ/Λ′ is exactly B · (Zt1×· · ·×
Ztn). ⊓⊔

Here, we present the main theorem of our first approach.

Theorem 4.2 Let Λ,Λ′ be n-dimensional full rank lattices such that Λ′ ⊆ Λ.
Let B ∈ Rn×n be a basis of Λ and B ·T be the basis of Λ′ for an upper triangular
matrix T ∈ Zn×n with positive diagonal entries (ti)i∈[n]. For any ε ∈ (0, 1), any

positive definite matrix Σ ∈ Rn×n, c ∈ Rn and c′ = cmodΛ, let σ = 1

s1(
√
Σ

−1
B)

,

we have

2
H∞(D

Λ,
√

Σ,c
modΛ′) ≥

{
ρ√Σ(c′) ·

∏n
i=1 ρσ(Zti) if

√
Σ > 0

1−ε
1+ε

·
∏n

i=1 ρσ(Zti) if
√
Σ ≥ ηε(Λ)

.

Proof. Notice that ρ√Σ(Λ− c) = ρ√Σ(Λ− c′). From corollary 1, we have

H∞(DΛ,
√
Σ,c modΛ′) = − log

(
max
x∈Λ

DΛ,
√
Σ,c(Λ

′ + x)

DΛ,
√
Σ,c(Λ)

)

= − log

max
x∈Λ

ρ√Σ(Λ
′ + x− c)

ρ√Σ(Λ− c)


≥ − log

(
ρ√Σ(Λ

′)

ρ√Σ(Λ− c′)

)
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Therefore, we obtain that

2H∞(DΛ,
√

Σ,c modΛ′) ≥
ρ√Σ(Λ− c′)

ρ√Σ(Λ
′)
≥ ρ√Σ(c

′) ·
ρ√Σ(Λ)

ρ√Σ(Λ
′)

(6)

= ρ√Σ(c
′) ·

∑
x∈Λ/Λ′

ρ√Σ(Λ
′ + x)

ρ√Σ(Λ
′)

≥ ρ√Σ(c
′) ·

∑
x∈Λ/Λ′

ρ√Σ(x).

From corollary 3, a coset representative set of Λ/Λ′ is B · (Zt1 × · · ·Ztn)
⊤,

then we can estimate the term
∑

x∈Λ/Λ′ ρ√Σ(x) as follows:∑
x∈Λ/Λ′

ρ√Σ(x) ≥
∑

x∈B·(Zt1×···×Ztn )⊤

ρ√Σ(x)

≥
∑

y∈(Zt1
×···×Ztn )⊤

ρ
(√

Σ
−1

By
)

≥
∑

y∈(Zt1
×···×Ztn )⊤

ρσ (y) =

n∏
i=1

ρσ(Zti),

which completes the first part of he proof. For the part
√
Σ ≥ ηε(Λ), from the

definition of smoothing parameter and possion summation formular, we have
ρ√Σ(Λ− c′) ≥ 1−ε

1+ε · ρ√Σ(Λ), which completes the second part of the proof. ⊓⊔

Next, we give a way to compute the lower bound of ρσ(Zq) for any Gaussian
parameter σ > 0 and modulus q ≥ 2.

Claim 4.3 Let σ > 0 be a Gaussian parameter and q ≥ 2 be a modulus. We
have

ρσ (Zq) ≥

{
σ/2, if σ ≤

√
π

2
√
ln 4

· q;
q/4, if σ >

√
π

2
√
ln 4

· q.

For dimension n ≥ 1, we have

ρσ
(
Zn
q

)
≥ σn/2, if σ ≤

√
π

2
· q√

ln(4n)
.

Proof. For any δ > 0, Zq covers all integer points in the ball (q/2 − ε)B∞1 =
[−(q/2− δ), q/2− δ], then we have

ρσ(Zq) ≥ ρ

(
1

σ
· Z ∩ q/2− δ

σ
· B∞1

)
= ρσ(Z)− ρ

(
1

σ
· Z \ q/2− δ

σ
· B∞1

)
> ρσ(Z) ·

(
1− 2 exp(−π(q/2− δ)2/σ2)

)
(7)

> σ · (1− 2 exp(−π(q/2− δ)2/σ2))
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where the inequality (7) is from Lemma 2.5. The previous inequality holds for
every δ > 0 and because of the continuity, we have

ρσ (Zq) > ρσ(Z) · (1− 2 exp(−πq2/4σ2)).

For σ ≤
√
π

2
√
ln 4
· q, we have

ρσ (Zq) > σ · ρ1/σ(Z) · (1− 2 exp(−πq2/4σ2)) > σ/2.

For σ ≥
√
π

2
√
ln 4
· q, we have that for all x ∈ Zq, ρσ(x) ≥ ρσ(q/2) ≥ 1/4, then

ρσ (Zq) ≥ q · ρσ(q/2) ≥ q/4.

The case for dimension n and Gaussian parameter σ ≤
√
π
2 ·

q√
ln(4n)

, is similar

to the case for dimension 1. ⊓⊔

Remark 4.4 Lemma 4.1, Corollary 3 and Theorem 4.2 still hold if we change
the upper triangular matrix to the lower triangular matrix in their descriptions.
In details, every nonsingular integer matrix M ∈ Zn×n can be decomposed to
a lower triangular matrix T multiplied with a unimodular matrix P, and the
diagonal elements of T are invariant except for signs. The ways to find coset
representatives of the quotient group Λ/Λ′ and estimate the min-entropy of dis-
crete Gaussian over Λ modulo Λ′ remain the same.

Following corollaries are two examples of applying our first approach (theo-
rem 4.2) to specific lattice pairs (Zn, qZn) and (Λ⊥q (gk), qZn) with modulus q,

k = ⌈log q⌉ and gadget vector gk = (1, 2, · · · , 2k−1)⊤.
Corollary 4. Let n, q be lattice parameters and σ > 0 be a Gaussian parameter.
Let c ∈ Rn be any point. Define random variable S := DZn

q ,σ,c
mod q, and if

σ ≤
√
π
2 ·

q√
ln(4n)

, for any ε ∈ (0, 1), we have

H∞(S) ≥

n log σ − 1 if 0 < σ ≤
√
π
2

· q√
ln(4n)

and c ∈ Zn;

n log σ − 1− log 1+ε
1−ε

if ηε(Zn) ≤ σ ≤
√
π
2

· q√
ln(4n)

.

Proof. We take Λ = Zn with basis B = In, and Λ′ = qZn with basis qIn, and
the corresponding upper triangular matrix T = qIn in the setting of theorem
4.2. Since ρσ(Zq)

n = ρσ(Zn
q ), we combine claim 4.3 and theorem 4.2 to complete

the proof of Corollary 4. ⊓⊔

Corollary 5. Let q ≥ 2 be a positive modulus and k = ⌈log q⌉. Let ε ∈ (0, 1).
Let gk = (1, 2, · · · , 2k−1)⊤ be the gadget vector. Define the random variable
S := DΛ⊥

q (gk),σ,c mod q for some c ∈ Rk.

If q = 2k, we have

H∞(S) ≥

k log σ
3
− 1 if 0 < σ ≤ 3

√
π

4
· q√

ln(4k)
and c = 0k;

k log σ
3
− 1− log 1+ε

1−ε
if 2
√

ln(2k(1 + 1
ε
))/π ≤ σ ≤ 3

√
π

4
· q√

ln(4k)
.
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If 2k−1 < q < 2k and q is an odd number, we have

H∞(S) ≥


(k − 1) log σ

2max{
√

5,
√
k} − 1 if 0 < σ ≤ max{

√
5,
√
k}·
√
πq√

ln(4(k−1))
and c = 0k;

(k − 1) log σ

2max{
√

5,
√
k} − 1− log 1+ε

1−ε
if
√

5 ln(2k(1 + 1
ε
))/π ≤ σ ≤ max{

√
5,
√
k}·
√
πq√

ln(4(k−1))
.

Proof. We first show the proof for the case q = 2k. In [36], Micciancio and Peikert
computes a short basis of Λ⊥q (gk), which is

Bq =


2
−1 2

−1
. . .

2
−1 2

 ∈ Zk×k

with norm s1(Bq) ≤ 3 and ∥B̃q∥ = 2. Consider the lower triangular matrix

Tq =


2k−1

2k−2 2k−1

...
...

. . .

2 4 · · · 2k−1

1 2 · · · 2k−2 2k−1

 ∈ Zk×k.

We can verify that Bq · Tq = 2k · Ik which is a basis of qZk. Hence Tq is our
desired lower triangular matrix in the transition from Λ⊥q (gk) to qZk with k

diagonal entries all 2k−1 = q/2. From theorem 4.2, we have

2H∞(S) ≥

ρσ
3

(
Z q

2

)k
if c = 0k;

1−ε
1+ε

· ρσ
3

(
Z q

2

)k
if σ ≥ ηε(Λ

⊥
q (gk)).

This, together with Claim 4.3 and Lemma 2.9, completes the proof for q = 2k.

We then show the proof for the case odd q ∈ (2k−1, 2k). Let q =
∑k−1

i=0 2iqi
be the binary decomposition of q for qi ∈ {0, 1} and i = 0, · · · , k− 1. From [36],
a short basis of Λ⊥q (gk) is

Bq =


2 q0
−1 2 q1

−1
. . .

...
2 qk−2

−1 qk−1

 ∈ Zk×k

with norm s1(Bq) ≤ 2max{
√
5,
√
k}, ∥B̃q∥ ≤

√
5 and detBq = q. Consider the

lower triangular matrix

Tq =



1
−2⌊ q

22
⌋ q

−2⌊ q
23
⌋ q

...
. . .

−2⌊ q

2k−1 ⌋ q
−2 q


∈ Zk×k.

21



We can verify that every entry of Bq ·Tq is divided evenly by q, indicating that
(Bq ·Tq) ·Zk ⊆ qZk. Moreover, det(Bq ·Tq) = detBq · detTq = q · qk−1 = qk =
det(qZk) which shows that (Bq ·Tq) · Zk = qZk, i.e., Bq ·Tq is a basis of qZk.
Therefore Tq is our target lower triangular matrix with diagonal elements 1 and
k − 1 number of q. From Theorem 4.2, we have

2H∞(S) ≥

ρ σ
s1(Bq)

(Zq)
k−1 if c = 0k;

1−ε
1+ε

· ρ σ
s1(Bq)

(Zq)
k−1 if σ ≥ ηε(Λ

⊥
q (gk)).

This, together with Claim 4.3 and Lemma 2.9, completes the proof for odd q. ⊓⊔

Discrete Gaussians modulo Ideal q under Coefficient Embeddings

Here we apply our Theorem 4.2 to ideal lattices, where the crux is how to get a
proper and short representatives for the elements in the quotient ring Rmod q.

First, we will prove an generalized lemma of the basic Dedekind theorem
(referred to lemma A.1). Dedekind theorem shows the generators of each prime
ideals, and in the next lemma, we will show that for each ideal factor I | qOK

with norm N = qt, there exists a t-degree polynomial fI ∈ Zq[x] such that
I = ⟨q, fI(ζ)⟩, which presents an explicit representation for every ideal factor
I | qOK .

Lemma 4.5 Let K = Q(ζ) be a number field for ζ ∈ OK , and F (x) be the
minimal polynomial of ζ in Z[x]. For any prime q, the ideal qOK factors into
prime ideals as ⟨q⟩ = qe11 · · · q

eg
g , where N (qi) = qfi for fi = [OK/qi : Zq], and

N =
∑g

i=1 eifi.
Moreover if q does not divide the index of [OK : Z[ζ]], then we have further

structures as following. We can express F (x) = f1(x)
e1 . . . fg(x)

eg mod q, where
each fi(x) is a monic irreducible polynomial in Zq[x]. Then, for any integers

ki ∈ [ei] where i ∈ [d], we have
∏d

i=1 q
ki
i =

〈
q,
∏d

i=1 fi(ζ)
ki

〉
.

Proof. Let ideal I =
∏d

i=1 q
ki
i and J =

〈
q,
∏d

i=1 fi(ζ)
ki

〉
. We prove this lemma

by double inclusion and start with J ⊆ I. Obviously,
∏d

i=1 fi(ζ)
ki ∈ I. Since

I | ⟨q⟩, we have q ∈ ⟨q⟩ ⊆ I, which completes the first inclusion.

For all qxi + fi(ζ)
kiyi ∈ qi, we can write their product

∏d
i=1(qxi + fi(ζ)

kiyi)

in the form of qx+ (
∏d

i=1 fi(ζ)
ki)y ∈ J , which indicates that I ⊆ J . ⊓⊔

With this extended Dedekind theorem, we obtain the following theorem of
min-entropy of discrete gaussian distribution over modular ideal lattice, here the
discrete gaussian is defined over the coefficient lattice ϕ(R).

Corollary 6. Let K = Q(ζ) be a number field with minimal polynomial f of
degree N . Let q = poly(λ) be a prime number such that gcd(q, [R : Z[ζ]]) = 1,
and q ̸= R be a factor of qR with norm N (q) = qt for some 1 ≤ t ≤ N . Let
σ > 0 be a gaussian parameter. Let c ∈ K and S := Dcoeff

R,σ,c mod q be the gaussian
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distribution over coefficient lattice of R modulo q centered at c ∈ KR. For any
ε ∈ (0, 1), we have

H∞(S) ≥

t log σ − 1 if 0 < σ ≤
√
π
2 ·

q√
ln(4t)

and c ∈ R,

t log σ − 1− log 1+ε
1−ε if ηε(ZN ) ≤ σ ≤

√
π
2 ·

q√
ln(4t)

.

Proof. From lemma 4.5, there exists a t-degree monic polynomial f(x) ∈ Zp[x]
such that q = ⟨q, f(ζ)⟩. This form of ideal indicates that we can write the cosets

of the quotient ring R/q as
∑t−1

i=0 aiζ
i + q for ai ∈ Zq. Hence, we can take the

representative vector in ϕ(R)modϕ(q) as Zt
q×{0}N−t. Besides, from ZN ⊆ ϕ(R),

we have ηε(ϕ(R)) ≤ ηε(ZN ).
This, together with Theorem 4.2, allows us to obtain∑

x∈Rmod q

ρcoeffσ (x) ≥
∑
x∈Zt

q

ρσ(x) ≥ σt/2

where the last inequality is from claim 4.3, which completes the proof. ⊓⊔

Remark 4.6 Corollary 6 holds for every number field K = Q(ζ). However,
its performance is better in the case of small [R : Z[ζ]]. The reason is that if
[R : Z[ζ]] is far more than 1, then R contains elements with shorter length than
all elements from Z[ζ]. Our choice of the representative elements of Rmod q is

the set of
∑t−1

i=0 aiζ
i for ai ∈ Zq, which are totally contained in Z[ζ]. Therefore, if

[R : Z[ζ]] > 1, such coset representatives seems to be in a bad quality since there
are more possible shorter elements in R which are not chosen as representatives,
yielding a bad estimation of our min-entropy. Fortunately, the most commonly
used number field is the cyclotomic number field which satisfies R = Z[ζ].

While sometimes we need a truncated version of discrete gaussian distribution
in lattice primitive constructions, here we give a lower bound for the min-entropy
of truncated discrete gaussian distribution.

Corollary 7. Let K = Q(ζ) be a number field with minimal polynomial f of
degree N . Let q = poly(λ) be a prime number such that gcd(q, [R : Z[ζ]]) = 1,
and q ̸= R be a factor of qR with norm N (q) = qt for some 1 ≤ t ≤ N . Let
σ > 0 be a gaussian parameter. Let S := Dcoeff

R,σ,≤σ
√
N
mod q be the gaussian

distribution over coefficient lattice of R modulo q. If σ ≤
√
π
2 ·

q√
ln(4t)

, we have

H∞(S) ≥ t log σ − 1− e−N .

Proof. Apply Λ = ϕ(R) and bound r =
√
N in lemma 2.4, we have

ρσ(Λ ∩ σrB2N )

ρσ(Λ)
=

ρ(Λσ ∩ rB2N )

ρ(Λσ )
= 1−

ρ(Λσ \ rB
2
N )

ρ(Λσ )

> 1− (2πe)N/2 · e−πN > 1− e−1.7N .
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From lemma 2.3, we have

max
a∈R

ρσ(ϕ(a+ q) ∩ σrB2N ) ≤ max
a∈R

ρσ(ϕ(a+ q)) ≤ ρσ(ϕ(q)) = ρcoeffσ (q)

Then, we can bound the min-entropy:

2H∞(S) =
ρσ(ϕ(R) ∩ σrB2N )

max
a∈R

ρσ(ϕ(a+ q) ∩ σrB2N )

≥ (1− e−1.7N ) · ρ
coeff
σ (R)

ρcoeffσ (q)
.

Furthermore, we have log(1−e−1.7N ) ≥ −e−N from the fact log(1+x) ≥ 2x for
1

2 ln 2 − 1 ≤ x ≤ 0. The rest computation is the same as proof of corollary 6. ⊓⊔

4.2 Second Approach

We will utilize another approach to obtain a lower bound for the min-entropy of
discrete Gaussian distribution modulo sub-lattice, which relies on the properties
of smoothing parameter. The following theorem can be applied to any lattices
Λ and Λ′ as long as the Gaussian parameter σ ≥ ηε(Λ).

Theorem 4.7 Let Λ be a n-dimensional full-rank lattice and Λ′ ⊆ Λ be a full-
rank sub-lattice. For any ε ∈ (0, 1) and positive definite matrix Σ such that
ηε(Λ) ≤

√
Σ, define the random variable S := DΛ,

√
Σ,c modΛ′, we have

H∞(S) ≥

{
log detΛ′

detΛ − log 1+ε
1−ε , if

√
Σ ≥ ηε(Λ

′);

log detΛ′

detΛ − n log
(
ηε

(√
Σ
−1

Λ′
))
− log 1+ε

1−ε if ηε(Λ) ≤
√
Σ < ηε(Λ

′).

Proof. From corollary 1, lemma 2.10 and lemma 2.11, for any x ∈ Λ,

ρ√Σ,c(Λ
′ + x) ≤ ρ√Σ(Λ′) = ρ

(√
Σ
−1

Λ′
)

=

√
detΣ

detΛ′
· ρ
((√

Σ
−1

Λ′
)∨)

≤
√
detΣ

detΛ′
· (1 + ε) ·max

{
1,
(
ηε
(√

Σ
−1

Λ′
))n}

.

From lemma 2.10 and
√
Σ ≥ ηε(Λ), ρ√Σ,c(Λ) ≥ (1− ε) ·

√
detΣ
detΛ , then we can

compute that

2−H∞(S) = max
x∈Λ

ρ√Σ,c(Λ
′ + x)

ρ√Σ,c(Λ)

≤ 1 + ε

1− ε
· detΛ

detΛ′
·max

{
1, ηε

(√
Σ
−1

Λ′
)n}

which completes the proof. ⊓⊔
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Discrete Gaussians over q-ary Lattices modulo q

In some lattice-based primitives, the discrete Gaussian distributions are sampled
over a q-ary lattice [20, 36]. In the following corollary, we give an estimation of
the lower bound for the (shifted) discrete Gaussians over a q-ary lattice Λ⊥(A)
for most A ∈ Zn×m

q .

Corollary 8. Let n,m, q be lattice parameters such that m ≥ 2n log q and q is
a prime. Then for all but at most 2−n fraction of A ∈ Zn×m

q , for any c ∈ Rm
q ,

define the random variable S = DΛ⊥
q (A),σ,c, we have

H∞(S) ≥

{
(m− n) log q − log 1+ε

1−ε
if σ > q · η

m log(σ/η)− n log q − log 1+ε
1−ε

if 4η ≤ σ ≤ q · η,

where η =
√
ln(2m(1 + 1/ε))/π for some ε ∈ (0, 1).

Proof. By Lemma 2.12, for all but at most 2−n fraction of A ∈ Zn×m
q , we have

ηε(Λ
⊥
q (A)) ≤ 4η, and for such A, det

(
Λ⊥q (A)

)
= qn since the columns of A

generate Zn
q .

From the proof in Theorem 4.7, we have

2−H∞(S) ≤ 1 + ε

1− ε
· det(Λ

⊥(A))

det(qZm)
·max

{
1,

(
q · ηε (Zm)

σ

)m}
≤ 1 + ε

1− ε
· qn−m ·max

{
1,
(q · η

σ

)m}
,

which completes the proof. ⊓⊔

Discrete Gaussians modulo Ideal I under Canonical Embeddings

Based on several existing estimations [41, 43, 44] of smoothing parameters in
ideal lattices, we can get a lower bound for min-entropy of discrete Gaussians
over ideal lattices modulo any R-ideal I, where the discrete Gaussian is defined
according to the canonical lattice σ(R). The following lemma gives upper and
lower bounds on the minimal distance of an ideal lattice.

Lemma 4.8 ( [44]) For any fractional ideal I in a number field K of degree
N ,

√
N · (N (I))1/N ≤ λ

(2)
1 (I) ≤

√
N · (N (I))1/N ·

√
∆

1/N
K .

This lemma, together with our second approach in theorem 4.7, allows us to
obtain a lower bound of H∞(DR,σ,c mod I).

Corollary 9. Let K = Q(ζ) be a number field with degree N . Let I ⊆ R be an
R-ideal. Let σ > 0 be a gaussian parameter and c ∈ R be a Gaussian center. Let
S := DR,σ,c mod I be the discrete Gaussian over canonical lattice of R modulo

I. Let η =
√
ln(2N(1 + 1/ε))/π, we have

H∞(S) ≥

{
logN (I)− log 1+ε

1−ε
, if σ ≥ η · (N (I)∆K)1/N ;

N log(σ/η)− log∆K − log 1+ε
1−ε

, if η ·∆1/N
K ≤ σ ≤ η · (N (I)∆K)1/N .
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Proof. By lemma 2.8, lemma 4.8 and the fact N (I∨) = N (I−1)N (R∨) =
(N (I)∆K)−1, we have 0

ηε(I) ≤
√

N ln(2N(1 + 1/ε))/π

λ
(2)
1 (I∨)

≤
√

ln(2N(1 + 1/ε))/π · (N (I)∆K)1/N .

Next, from theorem 4.7, the fact detR =
√
∆K and det I = N (I) ·

√
∆K

2−H∞(S) ≤ 1 + ε

1− ε
· 1

N (I) ·max

{
1,

(
ηε (I)
σ

)N
}

≤ 1 + ε

1− ε
· 1

N (I) ·max

1,

(√
ln(2N(1 + 1/ε))/π · (N (I)∆K)1/N

σ

)N


which completes the proof. ⊓⊔

5 New Leftover Hash Lemma for Discrete Gaussians

Different from the proof approach of regularity lemma in [20,33,49,50], we com-
pute our regularity lemma through algebraic leftover hash lemma [30, Theorem
5.5] and our new lower bounds of the min-entropy of discrete Gaussians. We first
recall the algebraic leftover hash lemma over a number field K in [30].

Lemma 5.1 (Generalization of Theorem 5.5 [30]) Let K = Q[ζ] be a num-
ber field and R = OK be its ring of integers. Let q ≥ 2 be any integer modulus and
n,m ≥ 1 be dimension parameters. Let (S, aux) be correlated random variables
with S over Rm. Let D0 = (U(Rn×m

q ×Rn
q ), aux) be the uniform distribution with

auxiliary information, and D1 be the distribution of (A,Ax, aux) by sampling

A
$← Rn×m

q and x← Sq. Then

SD(D0, D1) ≤
1

2

√∑
q|⟨q⟩

N (q)n · Col(Sq | aux)− 1,

where Sq = Smod q and Col(Sq | aux) is the collision probability of Sq condi-
tioned on aux.

The algebraic leftover hash lemma implies the commonly used integer lattice
version if we take the ring of integers R to be Z and each ideal factor q to be
integer factor of q. Thus, we can obtain the following LHL for discrete Gaussians
over integer lattice Zm. As we stated in the Contribution section, we do not
state any new results on Corollary 10, which can be obtained via a similar min-
entropy result from [35, Lemma 2.5] and the standard LHL. To the best of our
knowledge, no one have ever written down this leftover hash lemma over discrete
Gaussian distribution in integer settings explicitly, so we write it down here as
a toy example, and compare it with GPV regularity lemma in Remark 5.2.
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Corollary 10. Let q = q1q2 be a product of two primes q1, q2 = poly(λ) and
n,m ≥ 1 be lattice parameters. Let D0 = U(Zn×m

q × Zn
q ) be the uniform distri-

bution, and D1 be the distribution of (A,Ax) by sampling A
$← Zn×m

q and x←
Dm

Z,σ mod q. Let σ > 0 be gaussian parameter such that σ ≤
√
π
2 ·

min{q1,q2}√
ln(4m)

. Then

for all ε > 0 such that m log σ ≥ 2 log(1/ε) + n log q, we have SD(D0, D1) ≤ ε.

Proof. Take the ring of integers R to be Z and secret distribution S to be Dm
Z,σ

in lemma 5.1, we have

SD(D0, D1) ≤
1

2

√
qn1 · Col(Dm

Z,σ mod q1) + qn2 · Col(Dm
Z,σ mod q2) + qn · Col(Dm

Z,σ mod q)

≤ 1

2

√
qn1 · 2−H∞(Dm

Z,σ mod q1) + qn2 · 2−H∞(Dm
Z,σ mod q2) + qn · 2−H∞(Dm

Z,σ mod q)

≤ 1

2

√
(qn1 + qn2 + qn) · 2−m log σ+1 (8)

≤
√

qn · 2−m log σ ≤ ε,

where (8) comes from corollary 4. ⊓⊔

Remark 5.2 (Comparison with Corollary 5.4 in [20]) The regularity lemma
in [20] only proves the case for m ≥ 2n log q and σ ≥ ω(

√
logm). For a

fair comparison and based on techniques from [20], we can make modifications
to their statement, which appears at lemma 2.12. Consider the LHL scenario
(A ∈ Zn×m

q is chosen uniformly at random), lemma 2.12 requires σ ≥ 2q
n
m ·√

ln(2m(1 + 1/ε))/π while the requirement of our corollary 10 is σ > q
n
m ·
(
1
ε

) 1
m .

Both requirements have the factor q
n
m . For a negligible distance ε = 2−ω(log λ),

our regularity lemma can save the Gaussian parameter by a factor ω(
√
log λ).

The following lemma is our new strategy for a fine-grained analysis of alge-
braic leftover hash lemma.

Theorem 5.3 Let K be M -th cyclotomic field with degree N = φ(M), and
q, n,m ≥ 1 be lattice parameters with q prime. Let qR = qe1q

e
2 · · · qeg be the ideal

factorization of qR such that N (qi) = qf and N = efg. Let (S, aux) be correlated
random variables with S over Rm, such that for all ideal factor q | ⟨q⟩ with
N(q) = qt and q ̸= R, such that H∞(Sq | aux) ≥ mt log σ − δ for some σ, δ >
0. Let D0 = (U(Rn×m

q × Rn
q ), aux) be the uniform distribution with auxiliary

information, and D1 be the distribution of (A,Ax, aux) by sampling A
$← Rn×m

q

and x← Sq. For any positive ε < 2(δ−1)/2, if mf log σ ≥ 2 log(1/ε) + nf log q+
log g + δ, we have SD(D0, D1) ≤ ε.

Proof. Let θ = qnf

σmf ≤ ε2/(2δ · g) ≤ 1/2g.
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By the properties of entropy, Col(Sq | aux) ≤ 2−H∞(Sq|aux) ≤ 2δ · σmt for
every N (q) = qt, and the fact N (R)Col(SR | aux) = 1, then we compute that

∑
q|⟨q⟩

N (q)nCol(Sq | aux)− 1 ≤ 2δ ·

 ∑
0≤i1,··· ,ig≤e

N (qi11 · · · qig1 )n

σmf(i1+···+ig)
− 1


= 2δ ·

 ∑
0≤i1,··· ,ig≤e

qnf(i1+···+ig)

σmf(i1+···+ig)
− 1


= 2δ ·

((
e∑

i=0

θi
)g

− 1

)
= 2δ

((
1− θe+1

1− θ

)g

− 1

)
< 2δ · ((1 + 2θ)g − 1) ≤ 2δ+2 · g · θ.

The last two inequalities hold due to 1/(1 − x) ≤ 1 + 2x for all x ∈ (0, 1/2),
and (1 + x)g ≤ 1 + 2gx for all x ≤ 1/g, respectively. Therefore, it together with
lemma 5.1, allows us to obtain SD(D0, D1) ≤ ε, which completes the proof. ⊓⊔

We can take discrete Gaussians as an example whose lower bound of min-
entropy matches the form of theorem 5.3.

Corollary 11. Adopt notations in lemma 5.3. Take S = (Dcoeff
R,σ )m for σ > 0

and aux = ∅. For any ε ∈ (0, 1√
2
), if the following condition holds,

– σ ≤
√
π
2 ·

q√
ln(4m)

and mf log σ ≥ 2 log(1/ε) + nf log q + log g +m;

we have SD(D0, D1) ≤ ε.

The regularity lemma in [33] is presented in Lemma 2.13. The Gaussian
parameter in their regularity lemma is related to the discrete Gaussian over
canonical lattice σ(R), while ours is with respect to coefficient lattice ϕ(R) = ZN ,
hence comparing in the case that M is a power of two is a fair choice. In the
following remark, the secret s is sampled from (Dcoeff

R,σ )m.

Remark 5.4 (Comparison with Corollary 7.5 in [33]) The regularity lemma
in [33] requires the public matrix A to be a concatenation of an identity matrix
In and a matrix Ān×m, while our regularity lemma requires the public matrix to
be uniformly at random, which is more suitable for the LHL scenarios. The con-
straint of their Gaussian parameter is m log σ

2
√
N

>
(
n+ 2

N

)
log q which implic-

itly requires σ > 2
√
N . Let ε = negl(λ), then as long as mf ≥ 2 log 1

ε = ω(log λ),

our Gaussian parameter σ is saved by at least a factor of 2
√
N under the same

R, module rank n,m and prime modulus q. Unlike [33], our regularity lemma
cannot set the parameters m,n, f as all constants, but this is a necessary lower
bound for the uniformity over a prime ideal q, which has been proved in [33]. We
make modifications to the regularity lemma in [33] and get Corollary 2, where
the public matrix is uniform at random, which also requires m ≥ n+ ω(log λ).
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6 Hardness: MLWE in Hermite Normal Form with Linear
Leakage

In this section, we will show that the decision version of MLWE is hard, even
after leaking a number of log q-bit linear terms correlated to the coefficients of the
secret and the error. Called as extended MLWE assumption, this sort of MLWE
assumption has been used in several lattice-based primitives [15, 31], while its
hardness has not been established on vanilla MLWE assumption or worst-case
lattice problems to our best knowledge. We restrict the choice of number field
K = Q[x]/(xN + 1) to be M -th cyclotomic number field where M is a power of
two, N = φ(M) = M/2 is the degree and its ring of integers R = Z[x]/(xN +1).

We first recall the definition of extended MLWE assumption from [15]. Apart
from [15], our definition and reduction do not have restrictions on the choice of

matrix M ∈ Zk×N ·(n+m)
q .

Definition 6.1 (ExtMLWE) Let λ be a security parameter, n,m, q ≥ 1 be lat-
tice parameters and χ be an error distribution over Rq. Let k ≥ 1 be the num-

ber of linearly leakaged terms. For any matrix M ∈ Zk×N ·(n+m)
q , we say that

ExtMLWEn,m,q
χ,M is hard, if it holds for every PPT distinguisher A that∣∣∣∣Pr [A(1λ,A,As+ e,M · ϕ

(
s
e

))
= 1

]
− Pr

[
A
(
1λ,A,u,M · ϕ

(
s
e

))
= 1

]∣∣∣∣ ≤ negl(λ),

where A
$← Rm×n

q , s
$← χn, e ← χm, u

$← Rm
q and ϕ : Rn+m

q → ZN ·(n+m)
q is

the coefficient embedding map.

Next, we will define the entropic MLWE with extra k log q bits of linear leak-
age assumption, denoted as ent-MLWE-LL, which is generalized from the LWE
assumption with entropic secret distribution [?, 7]. The purpose of defining this
sort of assumption is that we need a medium MLWE problem in which both
secret s and e are chosen from discrete Gaussian distributions but with differ-
ent Gaussian parameters. It is also worth to note that ExtMLWE is a kind of
ent-MLWE-LL where each entry of secret and error follows the same distribution
over Rq.

Definition 6.2 (ent-MLWE with Linear Leakage) Let λ be a security pa-
rameter, n,m, q ≥ 1 be lattice parameters, S be an entropic secret distribu-
tion over Rn

q and χ be an error distribution over Rq. Let k ≥ 1 be the num-

ber of linearly leakaged terms. For any matrix M ∈ Zk×N ·(n+m)
q , we say that

ent-MLWE-LLn,m,q,M
S,χ is hard, if it holds for every PPT distinguisher A that∣∣∣∣Pr [A(1λ,A,As+ e,M · ϕ

(
s
e

))
= 1

]
− Pr

[
A
(
1λ,A,u,M · ϕ

(
s
e

))
= 1

]∣∣∣∣ ≤ negl(λ),

where A
$← Rm×n

q , s
$← S, e← χm, u

$← Rm
q . and ϕ : Rn+m

q → ZN ·(n+m)
q is the

coefficient embedding map.
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The following is the main theorem of this section. It gives a reduction from the
vanilla MLWE assumption to the extended MLWE assumption. This established
an asymptotic hardness of extended MLWE assumption for any prime modulus
q.

Theorem 6.3 Let λ be a security parameter. Let n, ℓ,m, q = poly(λ) be lattice
parameters such that q is a prime and qR = qe1 · · · qeg is the ideal factorization of

qR where N (qi) = qf for each i ∈ [g] and N = efg. Let k be a positive integer

and M ∈ Zk×N ·(n+m)
q be any matrix related to linear leakage. Let σ, σ′, β, γ > 0

be Gaussian parameters and χ = Dcoeff
R,γ be a discrete Gaussian distribution over

R. If the parameters satisfy the following constraints:

– σ <
√
π
2 ·

q√
ln(4N)

,
√
γ2 − σ2 ≥ ω(

√
log λ);

– γ ≥
√(

C0βσ′
√
2N
(√

m+
√
n+
√
λ
))2

+ ω(log λ) for a global constant

C0 ≤ 1;
– nf log σ ≥ ((ℓ+1)f+k) log q+log g+

√
2π log e·Nn· σσ′ +n(e−N+1)+ω(log λ);

then there exists a ppt reduction from MLWEℓ,m−1,q,Dcoeff
R,β

to ExtMLWEn,m,q
χ,M .

The proof of theorem 6.3 is obtained by combining two reductions, as de-
scribed in lemma 6.4 and lemma 6.5.

The proof of lemma 6.4 is mainly adapted from the lossy framework in [3,
Theorem 4.1]. We also apply the noisy lossiness framework in [7] to compute
the remaining entropy of the secret s. It is worth to note that we cannot apply
the framework of [3, 7] to directly prove the hardness of ExtMLWE assumption
based on MLWE assumption, due to the requirement that Gaussian parameter
of the error e needs to be larger than the bound of secret s, which is closely
related to the Gaussian width of s. Therefore, in lemma 6.4, with the hardness
of MLWE, we prove the hardness of MLWE where the secret s and error e are
chosen from discrete Gaussians with different parameters. In lemma 6.5, thanks
to the linearity of both As+e and the k log q bits of leakage, we utilize the sum
of discrete Gaussians lemma from [37] to give a reduction from our medium
MLWE assumption to the extended MLWE assumption. We put the proof to
Appendix B.2.

Lemma 6.4 (MLWEℓ,m−1,q,Dcoeff
R,β

to ent-MLWE-LLn,m,q,M

(Dcoeff
R,σ)n,Dcoeff

R,γ

) Let λ be a

security parameter. Let n,m, ℓ, q ≥ 1 be LWE parameters such that q is a prime
number, and the ideal factorization of qR is qR = qe1q

e
2 · · · qeg such that N (qj) =

f for j ∈ [g] and N = efg. Let σ, σ′, β, γ be Gaussian parameters such that

σ <
√
π
2 ·

q√
ln(4N)

and γ ≥
√(

C0βσ′
√
2N
(√

m+
√
n+
√
λ
))2

+ ω(log λ) for a

global constant C0 ≤ 1. Let k be a positive integer and M ∈ Zk×N ·(n+m)
q be any

matrix related to linear leakage. If the parameters satisfy the following constraint:

nf log σ ≥ ((ℓ+1)f+k) log q+log g+
√
2π log e ·Nn · σ

σ′
+n(e−N +1)+ω(log λ)
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then ent-MLWE-LLn,m,q,M

(Dcoeff
R,σ)

n,Dcoeff
R,γ

is hard under the assumptions that MLWEℓ,m−1,q,Dcoeff
R,β

is hard.

Lemma 6.5 (ent-MLWE-LLn,m,q,M

(Dcoeff
R,σ)n,Dcoeff

R,γ

to ExtMLWEn,m,q

Dcoeff
R,γ ,M

) Let n,m, q ≥

1 be LWE parameters and σ, γ > 0 be two Gaussian parameters s.t. σ ≥
√
2ηε(ZnN )

and
√

γ2 − σ2 ≥
√
2ηε(ZnN ) for some ε = negl(λ). For any positive inte-

ger k and any matrix M ∈ Zk×N ·(n+m)
q , there exists a ppt reduction from

ent-MLWE-LLn,m,q,M

(Dcoeff
R,σ)

n,Dcoeff
R,γ

to ExtMLWEn,m,q

Dcoeff
R,γ ,M

.
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Appendix

A Missing Definitions

A.1 Algebraic Number Theory Background

Algebraic number theory is the study of number fields. Below we present the req-
uisite concepts and notations used in this paper. More backgrounds and complete
proofs can be found in any introductory book on the subject, e.g., [11, 51].

The Space H

In algebraic number theory, it is advantageous to work with a certain linear
subspace H ⊆ Rs1 × C2s2 for some integers s1, s2 > 0 such that s1 + 2s2 = N ,
defined as

H = {(x1, · · ·xN ) ∈ Rs1 × C2s2 |xs1+s2+j = xs1+j ,∀j ∈ [s2]}.

As described in the work [32], we can equipH with norms, which would naturally
define norms of elements in a number field or ideal lattice via an embedding that
maps field elements into H. We will present more details next.

It is not hard to verify that H equipped with the inner product induced
by CN , is isomorphic to RN as an inner product space. This can be seen via
the orthonormal basis {hi}i∈[n] defined as: for j ∈ [N ], let ei ∈ CN be the
vector with 1 in its jth coordinate, and 0 elsewhere; then for j ∈ [s1], we define
hj = ej ∈ CN , and for s1 < j ≤ s1 + s2 we take hj = 1√

2
(ej + ej+s2) and

hj+s2 = 1√
−2 (ej − ej+s2).

We can equip H with the ℓ2 and ℓ∞ norms induced on it from CN . Namely,
for x ∈ H we have ∥x∥2 =

∑
i(|xi|2)1/2 =

√
⟨x,x⟩ and ∥x∥∞ = maxi |xi|. ℓp

norms can be defined similarly.

Number Fields and Their Geometry

A number field can be defined as a field extension K = Q(ζ) obtained by adjoin-
ing an abstract element ζ to the field of rationals, where ζ satisfies the relation
f(ζ) = 0 for some irreducible polynomial f(x) ∈ Q[x], called minimal polynomial
of ζ, which is monic without loss of generality. The degree N of the number field
is the degree of f .

The elements in K can be viewed as (N − 1)-degree polynomials in Q[x], so
we can consider a natural coefficient embedding ofK to QN . We define the coeffi-
cient embedding ϕ : K → QN by mapping x =

∑N−1
i=0 xiζ

i to (x0, x1, · · · , xN−1)
⊤.

For any x ∈ K, we define the coefficient 2-norm of x is ∥x∥coeff = ∥ϕ(x)∥. We
extend the definition of coefficient embedding to the map from Kℓ to QℓN by
embedding each field element K as a vector in QN .

A number field K = Q(ζ) of degree N has exactly N field embeddings (in-
jective homomorphisms) σi : K → C. Concretely, these embeddings map ζ to
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each of the complex roots of its minimal polynomial f . An embedding whose
images lies in R is said to be real, or otherwise it is complex. Because roots of
f come in conjugate pairs, so do the complex embeddings. The number of real
embeddings is denoted as s1 and the number of pairs of complex embeddings is
denoted as s2, satisfying N = s1 + 2s2 with σi for 1 ≤ i ≤ s1 being the real
embeddings and σs1+s2+i = σs1+i for 1 ≤ i ≤ s2 being the conjugate pairs of
complex embeddings.

The canonical embedding σ : K → Rs1 × C2s2 is then defined as σ(x) =
(σ1(x), · · ·σN (x))⊤. Note that σ is a ring homomorphism from K to H, where
multiplication and addition in H are both component-wise.

By identifying elements of K and their canonical embeddings on H, we can
define the norms on K. For any x ∈ K and any p ∈ [1,∞], the ℓp norm of x is
simply ∥x∥p = ∥σ(x)∥p. Then we have that ∥xy∥p ≤ ∥x∥∞ · ∥y∥p ≤ ∥x∥p · ∥y∥p,
for any x, y ∈ K and p ∈ [1,∞]. We omit the subscript p if p = 2.

Let Vf = (ζj−1i )i,j∈[n] be the Vandermonde Matrix of the polynomial f ,
where ζi are N distinct roots of f . Vf represents a linear transformation from
coefficient embedding to canonical embedding, i.e. for all x ∈ K, σ(x) = Vfϕ(x).
Particularly, if K = Q[x]/(xN + 1) is the M -th cyclotomic field with M power
of 2, then Vf/

√
N is a unitary matrix, indicating that ∥x∥ =

√
N · ∥x∥coeff .

The trace Tr = TrK/Q : K → Q of an element a ∈ K can be defined as the
sum of the embeddings: Tr(a) =

∑
i σi(a). The norm N = NK/Q : K → Q can

be defined as the product of all the embeddings: N (a) =
∏

i σi(a). Clearly, the

trace is Q-linear, and also notice that Tr(a · b) =
∑

i σi(a)σi(b) = ⟨σ(a), σ(b)⟩, so
Tr(a·b) is a symmetric bilinear form akin to the inner product of the embeddings
of a and b. The norm N is multiplicative.

Ring of Integers and Ideals

An algebraic integer is an algebraic number whose minimal polynomial over the
rationals has integer coefficients. For a number field K, we denote its subset of
algebraic integers by OK and let R = OK . This set forms a ring, called the ring
of integers of the number field. The norm of any algebraic integer is in Z.

An (integer) ideal I ⊆ OK is an additive subgroup that is closed under
multiplication by R. Every ideal in OK is the set of all Z-linear combinations of
some basis {b1, · · · , bN} ⊂ I. The norm of an ideal I is its index as a subgroup
of OK , i.e., N (I) = |OK/I|. The sum of two ideals I,J is the set of all x+y for
x ∈ I, y ∈ J , and the product ideal IJ is the set of all sums of terms xy. We
also have that N (⟨a⟩) = |N (a)| for any a ∈ OK , and N (IJ ) = N (I) · N (J ).
The following lemma states the condition of an element not belonging to an
ideal.

An ideal p ⊊ OK is prime if ab ∈ p for some a, b ∈ OK , then a ∈ p or b ∈ p
(or both). In OK , an ideal p is prime if and only if it is maximal, which implies
that the quotient ring OK/p is a finite field of order N (p). An ideal I is called
to divide ideal J , which is written as I | J , if there exists another ideal H ∈ OK

such that J = HI. Two ideal I,J ⊆ OK are coprime if I + J = OK .
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A fraction ideal I ⊂ K is a set such that dI ⊆ OK is an integral ideal for
some d ∈ OK . Its norm is defined as N (I) = N (dI)/|N (d)|. A fractional ideal
I is invertible if there exists a fractional ideal J such that I · J = OK , which
is unique and denoted as I−1. The set of fractional ideals form a group under
multiplication, and the norm is multiplicative homomorphism on this group.

Duality

For any ideal lattice L ⊆ K (i.e., for the Z-span of any Q-basis of K), its dual
is defined as L∨ = {x ∈ K : Tr(xL) ⊆ Z}.

Then L∨ embeds as the complex conjugate of the dual lattice, i.e., σ(L∨) =
σ(L)∗ due to the fact that Tr(xy) =

∑
i σi(x)σi(y) = ⟨σ(x), σ(y)⟩. It is easy to

check that (L∨)∨ = L, and that if L is a fractional ideal, then L∨ is one as well.
We point out that the ring of integers R = OK is not self-dual, nor are an

ideal and its inverse dual to each other. For any fractional ideal I, its dual ideal is
I∨ = I−1 ·R∨. The factor R∨ is a fractional ideal whose inverse (R∨)−1, called
the different ideal, is integral and of norm N ((R∨)−1) = ∆K . The fractional
ideal R∨ itself is often called the codifferent.

For any Q-basis B = {bj} of K, we denote its dual basis by B∨ = {b∨j },
which is characterized by Tr(bi · b∨j ) = δij , the Kronecker delta. It is immediate
that (B∨)∨ = B, and if B is a Z-basis of some fractional ideal I, then B∨ is a
Z-basis of its dual ideal I∨. If a =

∑
j aj ·bj for aj ∈ R is the unique presentation

of a ∈ KR in basis B, then aj = Tr(a · b∨j ).

Ideal Lattices

Recall that a fractional ideal I of OK has a Z-basis B = {b1, · · · , bN}. Therefore,
under the canonical embedding σ, the ideal yields a full-rank lattice σ(I) have
basis {σ(b1), · · · , σ(bN )} ⊂ H. For convenience, we often identify an ideal with
its embedded lattice, and then speak of several fundamental properties of the
lattice, e.g., the minimal distance λ1(I) of an ideal, etc.

The discriminant ∆K of a number field K is defined to be the square of
the fundamental volume of σ(OK), the lattice of the embedded ring of integers.
Equivalently, ∆K = |det(Tr(bi · bj))| where b1, · · · bN is any integer basis of OK .
Consequently, the fundamental volume of any ideal lattice σ(I) is N (I) ·

√
∆K .

The discriminant of the M -th cyclotomic number field K = Q(ζM ) of degree
N = φ(M) is known to be ∆K = MN/(

∏
p|M pN/(p−1)) ≤ NN , where the

product in the denominator runs over all primes p dividing M .

Prime Splitting

For an integer prime q ∈ Z, the factorization of the principal ideal ⟨p⟩ ⊂ R = OK

for a number fieldK (whereK/Q is a field extension with degree N) is as follows.

Lemma A.1 (Dedekind [12]) Let K = Q(ζ) be a number field for ζ ∈ OK ,
and F (x) be the minimal polynomial of ζ in Z[x]. For any prime p, the ideal
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pOK factors into prime ideals as ⟨q⟩ = qe11 · · · q
eg
g , where N (qi) = qfi for fi =

[OK/qi : Zq], and N =
∑g

i=1 eifi.
Moreover if q does not divide the index of [OK : Z[ζ]], then we have further

structures as following. We can express F (x) = f1(x)
e1 . . . fg(x)

eg mod p, where
each fi(x) is a monic irreducible polynomial in Zq[x]. There exists a bijection
between qi’s and fi(x)’s such that qi = ⟨q, fi(ζ)⟩, and fi = deg fi(x).

For each qi, we have qi | qOK , which can be written as qi | ⟨q⟩, and call qi a
factor of ⟨q⟩.

Cyclotomic Number fields

Here we list some useful facts about cyclotomic number fields and we can refer
more details to [32,51].

Let q ∈ Z be any integer prime numbers and the factorization of ideal ⟨q⟩ =
qR is as follows. Let q′ = qh (h ≥ 0) be the largest power of q that divides
m, let e = φ(q′) and let f be the multiplicative order of q modulo m/q′. Then
⟨q⟩ = qe1q

e
2 · · · qeg, where qi are g = N/(ef) distinct prime ideals of each norm qf .

Furthermore, these prime ideals are in the form qi = ⟨q, fi(ζ)⟩, where Φm(x) =
f1(x)

ef2(x)
e · · · fg(x)e is the factorization of the cyclotomic polynomial Φm(x)

into f -degree monic irreducible polynomials fi(x) in Zq[x].

A.2 Ring\Module Learning with Errors

We recall the definition of ring and module learning with errors problem and
their various forms.

Definition A.2 (RLWE [32]) Let K = Q(ζ) be a number field with degree N
and R be its ring of integers. Decision RLWE problem with lattice parameters
m, q ≥ 2, and an error distribution χ such that Supp(χ) ⊆ Rq denoted as
RLWEm,q,χ is defined as follows. We say that RLWEm,q,χ is hard, if it holds
for every PPT distinguisher A that∣∣Pr[A(1λ,a,a · s+ e) = 1]− Pr[A(1λ,a,u) = 1]

∣∣ ≤ negl(λ),

where a
$← Rm

q , s
$← Rq, e← χm and u

$← Rm
q .

Definition A.3 (MLWE [28]) Let K = Q(ζ) be a number field with degree N
and R be its ring of integers. Decision MLWE problem with lattice parameters
n ≥ 1,m, q ≥ 2, and an error distribution χ over Rq or KR mod qR denoted as
MLWEn,m,q,χ is defined as follows. We say that MLWEn,m,q,χ is hard, if it holds
for every ppt distinguisher A that∣∣Pr[A(1λ,A,As+ e) = 1]− Pr[A(1λ,A,u+ e) = 1]

∣∣ ≤ negl(λ),

where A
$← Rm×n

q , s
$← Rn

q , e← χm and u
$← Rm

q .
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We notice that the latter two types MLWE problems defined above are the
so-called “Hermite Normal Form” version, which can be easily reduced to the
standard MLWE via the approach in [4]. For standard MLWE, it is known to
be at least as hard as certain standard lattice problems over ideal lattice in the
worst case [28]. It should be pointed out that RLWE is the special case of n = 1.

B Missing Proofs

B.1 Proof of Lemma 2.14

Lemma B.1 Let K = Q[ζ] be the M -th cyclotomic field with degree N = φ(M).
Let m,n, q be lattice parameters such that q ≥ 2N is a prime and m ≥ n. With

all but 2n−m probability, for A
$← Rn×m

q , there exists n columns of A that form
an invertible matrix in Rn×n

q .

Proof. Denote P as the probability that there exists n columns of A that form

an invertible matrix in Rn×n
q of A

$← Rn×m
q .

Let qR = q1q2 · · · qg be prime ideal factorization of the ideal qR where each qj
is prime ideal with normN (qj) = qf such thatN = fg. Let {ui}1≤i≤n be vectors
from Rn

q . For 1 ≤ i ≤ n, denote Ei as the event that u1,u2, · · · ,ui ∈ (Rn
q )
∗ and

u1,u2, · · · ,ui are linearly independent in Rn
q . We define Ej

i as the event that
u1,u2, · · · ,ui ∈ (R/qj)

∗ and these vectors are linearly independent in (R/qj)
∗

for 1 ≤ j ≤ g. Our next goal is to compute Prui
[Ei | Ei−1] for all i where the

probability is taken from ui
$← Rn

q . We have the following claim.

Claim B.2 Prui [Ei | Ei−1] =
(
1− q−(n−i+1)f

)g
.

Proof. First, we can get a lower bound for each Prui [E
j
i | E

j
i−1] where the prob-

ability is taken from ui
$← R/qj . For all 1 ≤ j ≤ k,

Pr
ui

$←(R/qj)n

[Ej
i | Ej

i−1] = Pr
ui

$←(R/qj)n

[ui /∈ span{u1, · · · ,ui−1} | Ej
i−1]

= 1− Pr
ui

$←(R/qj)n

[ui ∈ span{u1, · · · ,ui−1} | Ej
i−1]

= 1− q−(n−i+1)f ,

where the last equality holds because (R/qj) is a qf -sized field.
Since the k random variables (ui mod qj) for j ∈ [k] is mutually independent

when ui
$← Rn

q , we observe that for all 1 ≤ i ≤ n,

Pr
ui

$←Rn
q

[Ei | Ei−1] =

g∏
j=1

Pr
ui

$←(R/qj)n
[Ej

i | E
j
i−1] =

(
1− q−(n−i+1)f

)g
.

⊓⊔
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In claim B.2, we already present a lower bound of probability for each event

Ei conditioned on Ei−1 under the choice ui
$← Rn

q . In order to utilize these lower
bounds to compute the probability of existence of a invertible sub-matrix in

A
$← Rn×m

q , we construct an event with same combinatorial meaning.
Let {vi}i∈[n] be vectors from Zn

2 . For 1 ≤ i ≤ n, we denote Fi as the event that
v1,v2, · · · ,vi are linearly independent in Zn

2 , and we find that Pr
vi

$←Zn
2

[Fi | Fi−1]

exactly matches the lower bound of Pr
ui

$←Zn
q

[Ei | Ei−1] in claim B.2:

Pr
ui

$←Rn
q

[Ei | Ei−1] =
(
1− q−(n−i+1)f

)g
≥ 1−N · q−(n−i+1)

≥ 1− 2−(n−i+1) = Pr
vi

$←Zn
2

[Fi | Fi−1]. (9)

Let A
$← Zn×m

q (respectively F
$← Zn×m

2 ), which contains m independent
samples from Rn

q (respectively Zn
2 ). We can view the process of picking n linearly

independent column vectors of A (respectively F) as tossing irregular coins,
where each sample (column vector) represents a toss round and head denotes
that a sample vector meets the criteria based on chosen samples. To be detailed,
during the process of picking linearly independent vectors from A (respectively
F), the probability of flipping a coin with a head outcome based on i− 1 heads
is Pr

ui
$←Rn

q

[Ei | Ei−1] (respectively Pr
vi

$←Zn
2

[Fi | Fi−1]). It should be noted that,

these two scenes have the same number of samples (bothm), same target number
(both n), and same tossing coins settings (probability of a head is based on the
number of existing heads). From the inequality (9), the probability of tossing
a coin with a head outcome conditioned on (i − 1) existing heads in case of A
is greater than or equal to probability in case F for all i ≤ n. Therefore, we
can obtain that the probability of n heads in A is greater than or equal to the
probability in F, i.e. P can be lower bounded by the probability of U(Zn×m

2 ) to
be non-singular:

P ≥ Pr
F

$←Zn×m
2

[F is non-singular].

Since Z2 is a field, F is non-singular iff F has column rank n iff F has full
row rank n, we have

P ≥ Pr
F1

$←Zn×m
2

[F is non-singular]

=
(
1− 2−m

) (
1− 2−(m−1)

)
· · ·
(
1− 2−(m−n+1)

)
> 1− 2n−m,

which completes the proof. ⊓⊔

In the following lemmas, the number field K = Q[x]/(xN + 1) is the M -
th cyclotomic number field with M being a power of 2 and N = M/2. R =
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Z[x]/(xN + 1) is the M -th cyclotomic ring of integers and KR = R[x]/(xN + 1)
is the field tensor product of K and R.

B.2 Proof of Lemma 6.4

Lemma B.3 (MLWEℓ,m−1,q,Dcoeff
R,β

to ent-MLWE-LLn,m,q,M

(Dcoeff
R,σ)n,Dcoeff

R,γ

) Let λ be a

security parameter. Let n,m, ℓ, q ≥ 1 be LWE parameters such that q is a prime
number, and the ideal factorization of qR is qR = qe1q

e
2 · · · qeg such that N (qj) =

qf for j ∈ [g] and N = efg. Let σ, σ′, β, γ be Gaussian parameters such that

σ ≤
√
π
2 ·

q√
ln(4N)

and γ ≥
√(

C0βσ′
√
2N(
√
m+

√
n+
√
λ)
)2

+ ω(log λ) for a

global constant C0 ≤ 1. Let k be a positive integer and M ∈ Zk×N ·(n+m)
q be any

matrix related to linear leakage. If the parameters satisfy the following constraint:

nf log σ ≥ ((ℓ+1)f+k) log q+log g+
√
2π log e ·Nn · σ

σ′
+n(e−N +1)+ω(log λ)

then ent-MLWE-LLn,m,q,M

(Dcoeff
R,σ)

n,Dcoeff
R,γ

is hard under the assumption that MLWEℓ,m−1,q,Dcoeff
R,β

is hard.

For the proof of B.3, we need the following four lemmas, which are adapted
from [7,29,42].

Lemma B.4 intuitively says that the spectral norm of a matrix, in which each
entry is independently sampled from a discrete Gaussian distribution, is bounded
overwhelmingly. In lemma B.4, we keep the flexible parameter t of [29]’s lemma
8 in the proof of [29]’s lemma 11. Lemma B.5 is the Gaussian decomposition
lemma over algebraic ring. Lemma B.6 gives us a lower bound of the ring-based
noisy lossiness, i.e. the entropy of s conditioned on s + e in the algebraic ring
setting with bounded s. Lemma B.7 is Peikert’s efficient transformation from
continuous Gaussian to discrete Gaussian [42].

Lemma B.4 (Cyclotomic Case of Lemma 11 in [29]) Let m,n be lattice
parameters and β be a Gaussian parameter. Sample F ← (Dcoeff

R,β )m×n. With

all but 2N ·e−t2 probability, it holds that ∀j ∈ [n], s1(σj(F)) ≤ C0 ·β
√
N ·(
√
m+√

n+ t) for some global constant C0 ≤ 1 and flexible parameter t.

Lemma B.5 (Cyclotomic Case of Theorem 3 in [29]) Let F ∈ Rm×n be
a matrix with s1(σj(F)) ≤ B for any j ∈ [N ]. Let γ, σ′ > 0 be Gaussian pa-
rameters such that γ >

√
2Bσ′. Let e(1) ← (Dcoeff

KR,σ′)n. There exists a sampling

algorithm Samp(F, γ, σ′) which outputs e(2) ∈ Km
R such that the random variable

e = Fe(1) + e(2) follows (Dcoeff
KR,γ

)m.

Lemma B.6 (Corollary 3 in [29]) Let n, q be lattice parameters. Let σ′ be a
Gaussian parameter and S be a distribution over Rn s.t. for all s′ ∈ Supp(S),
∥s′∥ ≤ r. For all ideal factor q | qR, H∞(s′mod q | s′ + e′) ≥ H∞(s′mod q |
)−
√
2πNn · r

σ′
√
N
· log(e), where s′ ← S and e′ ← (Dcoeff

KR,σ′)n.
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Lemma B.7 (Particular Case of Theorem 3.1 [42]) Let γ1 and γ2 be Gaus-
sian parameters such that γ1, γ2 ≥

√
2ηε(Z) for some ε ≤ 1/2. Consider the

distribution (x1, x2) where x2 ← Dγ2 and x1 ← x2 + DZ−x2,γ1 . The marginal
distribution of x1 is within statistical distance 2ε of DZ,

√
γ2
1+γ2

2

.

In an asymptotic setting, if γ1, γ2 ≥ ω(
√
log λ), the marginal distribution of

x1 is statistically close to DZ,
√

σ2
1+σ2

2

.

Then we can come to the proof of lemma B.3. The structure of proof of
lemma B.3 is similar to the proofs of [3, Theorem 4.1], [22, Theorem 3]. In each
step, apart from keeping one LWE sample (a, ⟨a, s⟩ + e), we change the public
matrix to a lossy matrix with its LWE samples (B · C + F, (B · C + F)s + e)

where B ∈ R
(m−1)×ℓ
q and C ∈ Rℓ×n

q with ℓ ≪ n based on the multi-secret
MLWEℓ,m−1,q,χ assumption. Then we use the Gaussian decomposition lemma
B.5 and compute the remaining entropy in s. Next, we apply our new regularity
lemma on discrete Gaussians over algebraic ring with leakage to illustrate the
uniform randomness of the extractor ⟨a, s⟩. Afterwards, we change the lossy
matrix B · C + F back to a uniform one. In each step, we change one inner
product ⟨a, s⟩ to U(Rq). After m steps, we can change m LWE samples to m
uniform samples.

It should be noted that the entropic hardness of LWE for bounded secret
distribution in [3, Definition B.1] requires the secret and auxiliary (s, aux) is
independent from the public matrix A and the error e, while we need the aux-
iliary leakage to be correlated with both s and e. These do not have a confilict,
thanks to the fact that the linear leakage M · ϕ(s, e) only has k log q bits of
information and we detailedly describe that random variables can be sampled
from the disturbance s+ e′ and the linear leakage M · ϕ(s, e), which is referred
to claim B.11.

Proof (Lemma B.3). Let γ1 = C0β
√
2N(
√
m +

√
n +
√
λ), then γ ≥

√
γ2
1 + γ2

2

where γ2 = ω(
√
log λ). We begin by defining a sequence of hybrid MLWE dis-

tributions in which the error is sampled from continuous Gaussian distribution
Dcoeff

KR,γ1
. Hybm, Hyb0 and for i = m − 1, · · · , 0, Hybi,0,· · · , Hybi,8 are defined as

follows.

– Hybm: Sample A
$← Rm×n

q , s← (Dcoeff
R,σ )n and e← (Dcoeff

R,γ )m.
Output (A,As+ e,M · ϕ(s, e)).

– Hyb−1: Sample A
$← Rm×n

q , s← (Dcoeff
R,σ )n, e← (Dcoeff

R,γ )m and u
$← Rm

q .
Output (A,u+ e,M · ϕ(s, e)).

– Hybi,0:

Sample A′i
$← R

(m−i−1)×n
q , ai

$← Rn
q , and A′′i

$← Ri×n
q .

Sample s ←
(
Dcoeff

R,σ

)n
, e′i ←

(
Dcoeff

KR,γ1

)m−i−1
, e′i ← Dcoeff

KR,γ1
, and e′′i ←(

Dcoeff
KR,γ1

)i
. Let e1 ∈ Km

R be the concatenation of e′i, ei and e′′i .

Sample e← e1 + e2 where e2 ← Dcoeff
Rm−e1,γ2

.

Sample u′i
$← Rm−i−1

q .
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Output A′ia⊤i
A′′i

 ,

 u′i + e′i
⟨ai, s⟩+ ei
A′′i s+ e′′i

+ e2, M · ϕ
(
s
e

) .

– Hybi,1:

Sample A′i
$← R

(m−i−1)×n
q , ai

$← Rn
q .

Sample Ã′′i ← Bi·Ci+Fi s.t.Bi
$← Ri×ℓ

q ,Ci
$← Rℓ×n

q and Fi ←
(
Dcoeff

R,β

)i×n
.

Sample s ←
(
Dcoeff

R,σ

)n
, e′i ←

(
Dcoeff

KR,γ1

)m−i−1
, ei ← Dcoeff

KR,γ1
, and e′′i ←(

Dcoeff
KR,γ1

)i
. Let e1 ∈ Km

R be the concatenation of e′i, ei and e′′i .

Sample e← e1 + e2 where e2 ← Dcoeff
Rm−e1,γ2

.

Sample u′i
$← Rm−i−1

q .
Output A′ia⊤i

Ã′′i

 ,

 u′i + e′i
⟨ai, s⟩+ ei
Ã′′i s+ e′′i

+ e2, M · ϕ
(
s
e

) .

– Hybi,2:

Sample A′i
$← R

(m−i−1)×n
q , ai

$← Rn
q .

Sample Ã′′i ← Bi·Ci+Fi s.t.Bi
$← Ri×ℓ

q ,Ci
$← Rℓ×n

q and Fi ←
(
Dcoeff

R,β

)i×n
.

If there exists j ∈ [N ] s.t. s1(σj(Fi)) > C0β
√
N(
√
m+
√
n+
√
λ), output ⊥.

Sample s ←
(
Dcoeff

R,σ

)n
, e′i ←

(
Dcoeff

KR,γ1

)m−i−1
, ei ← Dcoeff

KR,γ1
, and e′′i ←(

Dcoeff
KR,γ1

)i
. Let e1 ∈ Km

R be the concatenation of e′i, ei and e′′i .

Sample e← e1 + e2 where e2 ← Dcoeff
Rm−e1,γ2

.

Sample u′i
$← Rm−i−1

q .
Output A′ia⊤i

Ã′′i

 ,

 u′i + e′i
⟨ai, s⟩+ ei
Ã′′i s+ e′′i

+ e2, M · ϕ
(
s
e

) .

– Hybi,3:

Sample A′i
$← R

(m−i−1)×n
q , ai

$← Rn
q .

Sample Ã′′i ← Bi·Ci+Fi s.t.Bi
$← Ri×ℓ

q ,Ci
$← Rℓ×n

q and Fi ←
(
Dcoeff

R,β

)i×n
.

If there exists j ∈ [N ] s.t. s1(σj(Fi)) > C0β
√
N(
√
m+
√
n+
√
λ), output ⊥.

Sample s ←
(
Dcoeff

R,σ

)n
, e′i ←

(
Dcoeff

KR,γ1

)m−i−1
, ei ← Dcoeff

KR,γ1
. Sample ẽ′′i ←

Fi · e(1)i + e
(2)
i where e

(1)
i ← (Dcoeff

KR,σ′)n and e
(2)
i ← Samp(Fi, γ1, σ

′). Let

e1 ∈ Km
R be the concatenation of e′i, ei and ẽ′′i .

Sample e← e1 + e2 where e2 ← Dcoeff
Rm−e1,γ2

.
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Sample u′i
$← Rm−i−1

q .
OutputA′ia⊤i

Ã′′i

 ,

 u′i + e′i
⟨ai, s⟩+ ei

Bi ·Ci · s+ Fi · (s+ e
(1)
i ) + e

(2)
i

+ e2, M · ϕ
(
s
e

) .

– Hybi,4:

Sample A′i
$← R

(m−i−1)×n
q , ai

$← Rn
q .

Sample Ã′′i ← Bi·Ci+Fi s.t.Bi
$← Ri×ℓ

q ,Ci
$← Rℓ×n

q and Fi ←
(
Dcoeff

R,β

)i×n
.

If there exists j ∈ [N ] s.t. s1(σj(Fi)) > C0β
√
N(
√
m+
√
n+
√
λ), output ⊥.

Sample s ←
(
Dcoeff

R,σ

)n
, u′i

$← Rm−i−1
q , e′i ←

(
Dcoeff

KR,γ1

)m−i−1
, ei ← Dcoeff

KR,γ1
.

Sample ẽ′′i ← Fi·e(1)i +e
(2)
i where e

(1)
i ← (Dcoeff

KR,σ′)n and e
(2)
i ← Samp(Fi, γ1, σ

′).

Let e1 ∈ Km
R be the concatenation of e′i, ei and ẽ′′i .

Sample e← e1 + e2 where e2 ← Dcoeff
Rm−e1,γ2

.

Sample ui
$← Rq.

OutputA′ia⊤i
Ã′′i

 ,

 u′i + e′i
ui + ei

Bi · s∗ + Fi · (s+ e
(1)
i ) + e

(2)
i

+ e2, M · ϕ
(
s
e

) .

– Hybi,5:

Sample A′i
$← R

(m−i−1)×n
q , ai

$← Rn
q .

Sample Ã′′i ← Bi·Ci+Fi s.t.Bi
$← Ri×ℓ

q ,Ci
$← Rℓ×n

q and Fi ←
(
Dcoeff

R,β

)i×n
.

If there exists j ∈ [N ] s.t. s1(σj(Fi)) > C0β
√
N(
√
m+
√
n+
√
λ), output ⊥.

Sample s ←
(
Dcoeff

R,σ

)n
, e′i ←

(
Dcoeff

KR,γ1

)m−i−1
, ei ← Dcoeff

KR,γ1
. Sample ẽ′′i ←

Fi · e(1)i + e
(2)
i where e

(1)
i ← (Dcoeff

KR,σ′)n and e
(2)
i ← Samp(Fi, γ1, σ

′). Let
e1 ∈ Km

R be the concatenation of e′i, ei and e′′i .
Sample e← e1 + e2 where e2 ← Dcoeff

Rm−e1,γ2
.

Sample ui
$← Rq and u′i

$← Rm−i−1
q .

OutputA′ia⊤i
Ã′′i

 ,

 u′i + e′i
ui + ei

Bi ·Ci · s+ Fi · (s+ e
(1)
i ) + e

(2)
i

+ e2, M · ϕ
(
s
e

) .

– Hybi,6:

Sample A′i
$← R

(m−i−1)×n
q , ai

$← Rn
q .

Sample Ã′′i ← Bi·Ci+Fi s.t.Bi
$← Ri×ℓ

q ,Ci
$← Rℓ×n

q and Fi ←
(
Dcoeff

R,β

)i×n
.

If there exists j ∈ [N ] s.t. s1(σj(Fi)) > C0β
√
N(
√
m+
√
n+
√
λ), output ⊥.
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Sample s ←
(
Dcoeff

R,σ

)n
, e′i ←

(
Dcoeff

KR,γ1

)m−i−1
, ei ← Dcoeff

KR,γ1
and e′′i ←(

Dcoeff
KR,γ1

)i
. Let e1 ∈ Km

R be the concatenation of e′i, ei and e′′i .

Sample e← e1 + e2 where e2 ← Dcoeff
Rm−e1,γ2

.

Sample ui
$← Rq and u′i

$← Rm−i−1
q .

Output A′ia⊤i
Ã′′i

 ,

 u′i + e′i
ui + ei

Ã′′i s+ e′′i

+ e2, M · ϕ
(
s
e

) .

– Hybi,7:

Sample A′i
$← R

(m−i−1)×n
q , and ai

$← Rn
q .

Sample Ã′′i ← Bi·Ci+Fi s.t.Bi
$← Ri×ℓ

q ,Ci
$← Rℓ×n

q and Fi ←
(
Dcoeff

R,β

)i×n
.

Sample s ←
(
Dcoeff

R,σ

)n
, e′i ←

(
Dcoeff

KR,γ1

)m−i−1
, ei ← Dcoeff

KR,γ1
and e′′i ←(

Dcoeff
KR,γ1

)i
. Let e1 ∈ Km

R be the concatenation of e′i, ei and e′′i .

Sample e← e1 + e2 where e2 ← Dcoeff
Rm−e1,γ2

.

Sample u′i
$← Rm−i−1

q , and ui
$← Rq.

Output A′ia⊤i
Ã′′i

 ,

 u′i + e′i
ui + ei

Ã′′i s+ e′′i

+ e2, M · ϕ
(
s
e

) .

– Hybi,8:

Sample A′i
$← R

(m−i−1)×n
q , ai

$← Rn
q , and A′′i

$← Ri×n
q .

Sample s ←
(
Dcoeff

R,σ

)n
, e′i ←

(
Dcoeff

KR,γ1

)m−i−1
, ei ← Dcoeff

KR,γ1
, and e′′i ←

(Dcoeff
KR,γ1

)i. Let e1 ∈ Km
R be the concatenation of e′i, ei and e′′i .

Sample e← e1 + e2 where e2 ← Dcoeff
Rm−e1,γ2

.

Sample u′i
$← Rm−i−1

q , and ui
$← Rq.

Output A′ia⊤i
A′′i

 ,

 u′i + e′i
ui + ei

A′′i s+ e′′i

+ e2, M · ϕ
(
s
e

) .

Hybm is the distribution ofMLWE samples with linear leakage in the ent-MLWE-LL
assumption, and Hyb−1 is the uniform distribution with linear leakage. We now
show that each pair of adjacent hybrid distributions are statistically or compu-
tationally indistinguishable.

Claim B.8 If γ1, γ2 ≥ ω(
√
log λ), we have Hybm

s
≈ Hybm−1,0 and Hyb−1

s
≈

Hyb0,8.
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Proof. We first rewrite the distribution of Hybm−1,0 as (A,As+ e,M · ϕ(s, e))
where A

$← Rm×n
q , s ← (Dcoeff

R,σ )n, e1 ← (Dcoeff
KR,γ1

)m, e2 ← Dcoeff
Rm−e1,γ2

and
e ← e1 + e2. The difference between Hybm−1,0 and Hybm is the distribution of

the error e. Since (Dcoeff
KR,γ1

)m (Dcoeff
Rm−e1

, γ2, respectively) essentially samples each
coefficient of each polynomial in e1 (e2, respectively) from Dγ1

(DZ−ei,j ,γ2
for

i ∈ [N ] and j ∈ [m], respectively), we can apply lemma B.7 to each coefficient

of e, and conclude that Hybm
s
≈ Hybm−1,0.

From a similar argument, we have Hyb−1
s
≈ Hyb0,8. ⊓⊔

Claim B.9 For every i = m − 1, · · · , 1, under the MLWEℓ,i,q,Dcoeff
R,β

assumption,

we have Hybi,0
c
≈ Hybi,1 and Hybi,7

c
≈ Hybi,8.

Proof. The transition from Hybi,0 (respectively, Hybi,8) to Hybi,1 (respectively,
Hybi,7) is changing the uniform sampler to lossy sampler [3, 7, 21], which is
computationally indistinguishable under the MLWE assumptions. ⊓⊔

Claim B.10 For every i = m − 1, · · · , 1, we have SD(Hybi,1,Hybi,2) ≤ Ne−λ

and SD(Hybi,6,Hybi,7) ≤ Ne−λ.

Proof. The difference between Hybi,1 and Hybi,2 is that Hybi,2 aborts when

σj(Fi) ≥ C0β
√
N(
√
m +

√
n +
√
λ) for some j ∈ [N ]. Take t =

√
λ in lemma

B.4, the probability that the abortion occurs is less than Ne−λ. Therefore,

SD(Hybi,1,Hybi,2) ≤ Pr
Fi

[
∃j ∈ [N ], s1(σj(Fi)) ≥ C0β

√
N
(√

m+
√
n+
√
λ
)]
≤ Ne−λ.

The claim SD(Hybi,6,Hybi,7) ≤ Ne−λ follows by a similar argument. ⊓⊔

Claim B.11 If γ1 ≥ C0βσ
′
√
2N(
√
m+
√
n+
√
λ), we have Hybi,2 ≡ Hybi,3 and

Hybi,5 ≡ Hybi,6.

Proof. The difference between Hybi,2 (respectively, Hybi,5) and Hybi,3 (respec-

tively, Hybi,6) is the way of sampling error vector e′′i . Take B = C0β
√
N(
√
m+

√
n+
√
λ) in lemma B.5, this claim holds. ⊓⊔

Claim B.12 If nf log σ ≥ ((ℓ+1)f + k) log q+ log g+n(e−N +1)+
√
2π log e ·

Nn · σ
σ′ + ω(log λ), we have Hybi,4

s
≈ Hybi,5, Hybi,5

s
≈ Hybi,6.

Proof. The difference between Hybi,3 and Hybi,4 is that we change a⊤i s and Cis
to uniform ui and s∗ resepctively. We will apply our new regularity lemma on
discrete Gaussians to show that([

a⊤i
Ci

]
,

[
a⊤i
Ci

]
· s, s+ e

(1)
i , A′i, u

′
i, Bi, Fi, e

(2)
i , e′i, ei, e2, M · ϕ

(
s
e

))
︸ ︷︷ ︸

D0

s
≈
([

a⊤i
Ci

]
,

[
ui

s∗

]
, s+ e

(1)
i , A′i, u

′
i, Bi, Fi, e

(2)
i , e′i, ei, e2, M · ϕ

(
s
e

))
︸ ︷︷ ︸

D1

. (10)
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Since the constraint in lemma B.6 requires the secret s to be totally bounded
while discrete Gaussian distribution does not satisfy it, despite being bounded
with overwhelming probability. First, we define two medium distributions D2

and D3. D2 (D3, respectively) is the same as D0 (D1, respectively) except that
s is changed to s′ where s′ is sampled from a truncated discrete Gaussian distri-
bution (Dcoeff

R,σ,≤σ
√
N
)n. From the tail bound in lemma 2.4, the statistical distance

betweenD0 (D0, respectively) toD2 (D3, respectively) is no more than n·e−N/2,
which is negligible.

Next we would like to show that([
a⊤i
Ci

]
,

[
a⊤i
Ci

]
· s′, s′ + e

(1)
i , A′i, u

′
i, Bi, Fi, e

(2)
i , e′i, ei, e2, M · ϕ

(
s
e

))
︸ ︷︷ ︸

D2

s
≈
([

a⊤i
Ci

]
,

[
ui

s∗

]
, s′ + e

(1)
i , A′i, u

′
i, Bi, Fi, e

(2)
i , e′i, ei, e2, M · ϕ

(
s
e

))
︸ ︷︷ ︸

D3

.

For every ideal factor q of qR with norm N (q) = qt, the remaining min-entropy
of s′mod q conditioned on the auxiliaries is computed as follows.

H∞(s′mod q | s′ + e
(1)
i ,A′i,u

′
i,Bi,Fi, e

(2)
i , e′i, ei, e2,M · ϕ(s, e)

≥ H∞(s′mod q | s′ + e
(1)
i ,A′i,u

′
i,Bi,Fi, e

(2)
i , e′i, ei, e2)− k log q (11)

≥ H∞(s′mod q | s′ + e
(1)
i ,A′i,u

′
i,Bi,Fi, e

(2)
i , e′i, ei)− k log q (12)

= H∞(s′mod q | s′ + e
(1)
i )− k log q (13)

≥ H∞(s′mod q)− k log q −
√
2π log e ·Nn · σ

σ′
(14)

≥ nt log σ − n(e−N + 1)− k log q −
√
2π log e ·Nn · σ

σ′
. (15)

Inequality (11) is directly from lemma 2.1 since the linear leakage M ·ϕ(s, e) ∈
Zk
q has k log q bits of information. In equality (12), we discard the term e2 , since

its distribution DRm−e1,γ2
only depends on the fractional part of e1. This allows

us to rewritten it as

Dcoeff
Rm−e1,γ2

= Dcoeff
Rm,γ2,b − b where b =

 e′i
ei

Fi · (s+ e
(1)
i ) + e

(2)
i

 ∈ Km
R

which depends on e′i, ei, Fi, (s+e
(1)
i ) and e

(2)
i . In equality (13), we use the fact

that random variablesBi,Fi, e
(2)
i , e′i, ei are all independent from s′ and e

(1)
i . The

2-norm bound of canonical embedding of (Dcoeff
R,σ,≤σ

√
N
)n is r = σ

√
nN ·

√
N =

σN
√
n. Hence from lemma B.6, the inequality (14) holds. By corollary 7 and

the constraint σ ≤
√

q−1
2 , the inequality (15) holds.

At last, we take the flexible leakage parameter δ to be δ = ne−N + k log q +√
2π log e ·Nn · σ

σ′ in lemma 5.3, and from the condition

nf log σ ≥ (ℓ+ 1)f log q + log g + δ + ω(log λ),
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we have D2
s
≈ D3, which shows that D0

s
≈ D1 by hybrid bridges of D2 and D3.

This completes the proof of Hybi,4
s
≈ Hybi,5.

Proof of Hybi,5
s
≈ Hybi,6 follows a similar argument, which we omit here. ⊓⊔

Since Hybi,8 and Hybi−1,0 are identical distributions for all i = m− 1, · · · , 1,
we conclude that Hybm

c
≈ Hyb−1.

⊓⊔

B.3 Proof of Lemma 6.5

Lemma B.13 (ent-MLWE-LLn,m,q,M

(Dcoeff
R,σ)n,Dcoeff

R,γ

to ent-MLWE-LLn,m,q,M

(Dcoeff
R,γ)

n,Dcoeff
R,γ

) Let

n,m, q = poly(λ) be LWE parameters and σ, γ > 0 be two Gaussian parameters

s.t. σ ≥
√
2ηε(ZnN ) and

√
γ2 − σ2 ≥

√
2ηε(ZnN ) for some ε = negl(λ). For any

positive integer k and any z = (zi)i∈[k] ∈ R
k(n+m)
q , there exists a ppt reduction

from ent-MLWE-LLn,m,q,M

(Dcoeff
R,σ)

n,Dcoeff
R,γ

to ent-MLWE-LLn,m,q,M

(Dcoeff
R,γ)

n,Dcoeff
R,γ

.

To prove lemma B.13, we need the following lemma that intuitively says the
sum of discrete Gaussian distributions is statistically close to a discrete Gaussian
distribution if each Gaussian parameter is greater than or equal to the smoothing
parameter.

Lemma B.14 (Particular Case of Theorem 3.3 [37]) Let Λ be an n-dimensional
lattice and σ1, σ2 ≥

√
2ηε(Λ). Let yi be independent vectors with distributions

DΛ,σi for i = 1, 2 respectively. Then the distribution of y = y1+y2 is statistical
close to D

Λ,
√

σ2
1+σ2

2

.

Proof (Lemma B.13). Assume that z, c are fixed and public. We describe below
an efficient randomized mapping ϕ : Rm×n

q × Rm
q × Zk

q → Rm×n
q × Rm

q × Zk
q .

For input a tuple (A, b, L), first sample s′ ← (Dcoeff

R,
√

γ2−σ2
)n and output (A, b+

As′, L+M ·ϕ(s′, 0m)) where s′∥0m ∈ Rn+m is the vector s′ padded by m zeros.
Due to the linearity of the leakage, the reduction maps the leakage part

from M · ϕ(s, e) where s ← (Dcoeff
R,σ )n and e ← (Dcoeff

R,γ )m, to M · ϕ(s + s′, e)

where s′ ← (Dcoeff

R,
√

γ2−σ2
)n. Take Λ = ZnN in lemma 5.4, we get that DZnN ,σ +

DZnN ,
√

γ2−σ2

s
≈ DZnN ,γ . Since the samplings of s and s′ are taking the coefficient

vector of each entry in s and s′ as a gaussian vector from ZN , we can interpret
s+ s′ as a random variable negl(λ)-close to (Dcoeff

R,γ )n.
In detail, if the input is MLWE samples with linear leakage in the problem

ent-MLWE-LLn,m,q,M

(Dcoeff
R,σ)

n,Dcoeff
R,γ

, i.e.

(A,As+ e,M · ϕ(s, e))
A

$←Rm×n
q , s←(Dcoeff

R,σ)
n, e←(Dcoeff

R,γ)
m
,

then the output of ϕ follows the distribution

(A,A(s+ s′) + e,M · ϕ(s+ s′, e))
A

$←Rm×n
q ,s←(Dcoeff

R,σ)
n,s′←(Dcoeff

R,
√

γ2−σ2
)n,e←(Dcoeff

R,γ)
m
.

48



which is statistically closed to the MLWE sample with linear leakage in the
problem ent-MLWE-LLn,m,q,M

(Dcoeff
R,γ)

n,Dcoeff
R,γ

.

Similarly, if the input is uniform samples with linear leakage in the problem
ent-MLWE-LLn,m,q,M

(Dcoeff
R,σ)

n,Dcoeff
R,γ

, i.e.

(A,u,M · ϕ(s, e))
A

$←Rm×n
q , s←(Dcoeff

R,σ)
n, e←(Dcoeff

R,γ)
m,u

$←Rm
q

,

then the output of ϕ follows the distribution

(A,u+As′,M · ϕ(s+ s′, e))
A

$←Rm×n
q ,s←(Dcoeff

R,σ
)n,s′←(Dcoeff

R,

√
γ2−σ2

)n,e←(Dcoeff
R,γ

)m,u
$←Rm

q

.

which is statistically closed to the uniform sample with linear leakage in the
problem ent-MLWE-LLn,m,q,M

(Dcoeff
R,γ)

n,Dcoeff
R,γ

due to the one time pad property and lemma

B.14. ⊓⊔
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