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We present techniques for constructing zero-knowledge argument systems
from garbled circuits, extending the GC-to-ZK compiler by Jawurek, Kerschbaum,
and Orlandi (ACM CCS 2023) and the GC-to-X compiler by Hazay and Venki-
tasubramaniam (J. Crypto, 2020) to the following directions:

- Our schemes are hybrid, commit-and-prove zero-knowledge argument sys-
tems that establish a connection between secrets embedded in algebraic
commitments and a relation represented by a Boolean circuit.

- Our schemes incorporate diverse cross-domain secrets embedded within
distinct algebraic commitments, simultaneously supporting Pedersen-like
commitments and lattice-based commitments.

As an application, we develop circuit-represented compositions of X-protocols
that support attractive access structures, such as weighted thresholds, that can
be easily represented by a small circuit. For predicates Py, ..., P, individually
associated with a Y-protocol, and a predicate C' represented by a Boolean circuit,
we construct a X-protocol for proving C(Py,...,P,) = 1. This result answers
positively an open question posed by Abe, et. al., at TCC 2021.
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1 Introduction

Garbled circuits (GC) [49, 50] are a fundamental building block for constructing
various cryptographic protocols. Zero-knowledge proof systems are no exception,
as they can be seen as a particular case of two-party computation where only
one party (the prover) has an input (the witness), and the other party (the
verifier) obtains the result of evaluating the concerned relation on the input.
Several works, e.g.,[40, 31, 37, 19, 33], have been devoted to constructing ZK
using GC as a black box. Due to the significant communication overhead per
gate in garbling, ZK from GC best suits proving relations that can be expressed
by small circuits. Nevertheless, their modular structure enables attractive yet
often overlooked properties such as online-offline delayed inputs, low-latency
pipelining, and small on-memory processing. It also facilitates the understanding
of algorithms, lowering the barrier for development and maintenance[27, 16].
These properties are orthogonal to those of other design paradigms, such as
succinct non-interactive arguments of knowledge (SNARKSs) [35], which have seen
significant advances in recent years due to demand from blockchain applications.

There are two approaches of ZK from GC in the literature. One is represented
by [40] where the verifier garbles the circuit and the prover evaluates it with the
witness. The garbling is privacy-free and is done only once. Despite its interactive
nature for obliviously transmitting encoding keys, its value is demonstrated in
practical scenarios, e.g., [46]. The other approach introduced in [37, 27] is the
opposite; the prover garbles the circuit and the verifier evaluates it with a given
encoded witness. As their construction follows the cut-and-choose strategy to
ensure the correctness of garbling, several garbling and evaluations must be done.
Instead, it results in standard X-protocols [23], which is a significant advantage
in generic protocol designs. In particular, it can be non-interactive through
the Fiat-Shamir transformation. Nevertheless, its practical potential remains
unexplored.

Commit-and-prove ZK is a practical extension of zero-knowledge systems
for bridging several proofs on common inputs by reusing the same commitment
of the witness. Hybrid ZK is a particular class of commit-and-prove ZK whose
commitments are algebraic, but a Boolean circuit represents the relation to
prove. Consider two commitments com(s) and com(t) for secrets s and ¢ for
which the prover argues that both the i-th bit of s and the j-th bit of ¢ are 1.
A tiny circuit with just one AND gate can represent such a relation. However,
enforcing consistency between the input bits to the circuit and the committed
secrets could become a cumbersome task. This is particularly challenging with
cross-domain secrets, i.e., where the commitments are based on different domains
and mechanisms, like Pedersen commitments over elliptic-curve groups and
lattice-based commitments. (See Section 1.2 for more discussion.)



1.1 Owur Contribution

The goal of this work is to extend the ZK-from-GC paradigms of [40] and [37]*
to construct hybrid, commit-and-prove zero-knowledge argument systems that
establish a connection between a relation represented by a Boolean circuit and
secrets embedded in algebraic commitments. They incorporate diverse cross-
domain secrets embedded within a broad range of algebraic commitments.

Our technical results are organized as follows:

¢ We first introduce a new garbling scheme supporting Boolean and affine
operations over rings altogether, generalizing the garbling technique of [34]
(Section 4). Tt is used to solve the input consistency issue for connecting a
Boolean circuit and algebraic commitments. This garbling is used commonly
for all constructions in this paper.

e The garbling scheme is then used to extend the construction of universally
composable zero-knowledge from garbled circuits in [40] (ZKGC hereafter)
to their commit-and-prove variant (CP-ZKGC) (Section 5.2). We show that
CP-ZKGC allows monotone compositions for proving partial knowledge
(Section 5.3).

« We next build a cut-and-choose garbled-circuit (CCZK) compiler. It converts
a privacy-preserving garbling scheme into a Sigma protocol following the
MPC-in-the-Head with pre-processing paradigm [41] (Section 6.1). It is then
combined with our garbling scheme from Section 4 to get its commit-and-prove
variant (CP-CCZK). The resulting CP-CCZK supports monotone composi-
tion, and provides non-interactive hybrid ZK from GC via the Fiat-Shamir
transformation. For the CCZK compiler to work efficiently, we introduce
a new building block, a shuffled label commitment scheme (Appendix B),
that improves the communication complexity induced by the cut-and-choose
structure of CCZK. Overall efficiency improvement from a naive construction
is the 90% saving in the proof size.

+ As an application of CP-CCZK, we present a general circuit-represented com-
position of X-protocols (Section 7). Given X-protocols for proving arbitrary
predicates Py,..., P, and a garbling scheme for Boolean circuit C', we con-
struct a X-protocol for predicate C(Py,..., P,). Such a composition brings
a solution for attractive relations such as weighted threshold proofs where
committed secrets are assigned some weights, and circuit C' verifies whether
the proven knowledge’s total weight exceeds a threshold. Note that the circuit
can use non-monotone gates, but the function that it represents must be
monotone.? This is a qualitative improvement over previous work [25], given

! We refer to the public-coin honest verifier ZK in Section 6 of [37]. They also present
interactive ZK with commit-and-prove property based on the 2PC-in-the-Head
paradigm.

2 This is inherent. Note that a modular composition of statements under non-monotone
functions is not a well-defined notion, as the prover could always pretend not to know
one of the witnesses.



that monotone span programs (or even monotone circuits) are not univer-
sal for efficient computation of monotone functions, see, e.g., [47], whereas
non-monotone circuits are.

We review our technical contributions slightly in more details below.

Definitional Work. In Section 3, we introduce refined security notions for garbling
schemes focused on authenticity and verifiability, aiding in identifying necessary
and sufficient properties for our constructions.

The standard authenticity is a computational problem that it is hard for the
adversary to compute a correct output label. For the purpose of composition where
the output from a circuit is used in further computation, we propose a decisional
variant of authenticity, which we call output indistinguishably. This property
enables replacing unrevealed output parts with random values independent of
the garbled circuit, useful for reductions involving other connected components.
It is achieved by applying a suitable key derivation function to the output labels.

Correctness typically permits negligible error probability, but in cut-and-
choose protocols, this may allow adversaries to choose coins so that evaluation
fails. We thus need it to work perfectly once verified. We refine verifiability in
[40, 31] to closely align with correctness, and introduce a variation verifiable
correctness as required in our cut-and-choose construction, CCZK. While standard
constructions readily achieve these notions, articulating them helps avoid pitfalls
when relaxed versions are desired.

Algebraic Commitments and Affine Garbling. We consider a class of commitment
schemes whose commitment function com is a generalized affine function, which
consists of an affine transformation over a ring or a transformation from a ring
to its module. To compute such a function in a garbled manner, we introduce an
affine garbling scheme, which is a garbling scheme for generalized affine functions,
and prove several properties as defined as above.

Wire Merging. Different circuit types use specific wire labeling strategies for
efficiency. A challenge arises when different types of circuits share the inputs.
To address this, we devised a garbling scheme to merge wire labels seamlessly,
ensuring consistency of committed values and inputs throughout computation.
We extend the wire merging technique of [34] developed for privacy-free garbling
by leveraging the color-bit technique [14] to add privacy as needed in CCZK.

Cut-and-Choose with Preprocessing. Our CCZK compiler follows the MPC-in-
the-Head with pre-processing paradigm, also known as KKW [41] as outlined
below.

(Pre-processing phase.)
1. The prover plays as a trusted party in each session by garbling the circuit,

and committing to the input wire label pairs generated, shuffling each
pair (through the shuffled label commitment scheme as explained later).
The prover executes M sessions and sends the verifier all the garbled
circuits and commitments.



2. The verifier selects 7 sessions randomly as a challenge.

3. For each non-selected session, the prover publishes the garbled circuit
and the whole input wire labels in the correct order. This can be done
efficiently by publishing the random coins used for garbling.

4. The verifier accepts if, for all but 7 sessions, the garbled circuits and the
encoding keys are correctly formed.

(On-line phase.)

5. For every selected session, the prover publishes the garbled circuit and
the encoded witness & represented by half of the input wire labels and
the selective opening information 7.

6. The verifier accepts if the commitment is recovered from Z and m, and 2
evaluates the garbled circuit to 1 for all the selected 7 sessions.

The protocol can be made three rounds by merging steps 3 and 4 with and 5 and
6, respectively.

Unlike KKW, cheating during the on-line phase is rendered impossible if the
circuits are honestly garbled. The soundness error is upper-bounded essentially
by the probability of guessing 7 out of M sessions. With M = 512 and 7 =
22 for 128-bit security, this optimization saves the number of evaluated GCs
down to 22/64 = 34% compared to a naive construction with M = 128 and
7 = 64. Including the savings by our shuffled label commitment, the dominant
communication of sending encoded inputs is reduced to 20%.

Shuffled Label Commitments. We develop an efficient shuffled label commitment
scheme (Appendix B.4) that functions like a vector commitment with either
all or a random half of the labels authentically opened. We present an efficient
construction that combines a Merkle tree [44] and an NNL length-doubling
pseudo-random generator [45]. Our analysis shows that it reduces the average
opening size to 61%, which is a dominant factor in the proof size.

While the concept is simple, the construction requires careful techniques. The
challenge is that labels in algebraic circuits can be very short, and revealing a
hash value of these short labels as a sibling can compromise the security of the
undisclosed labels. To address this, we devised steps to introduce pseudo-entropy
without significantly increasing the size of the disclosed information, making the
formal security proof complex. We prove security based on the pseudo-randomness
of the NNL generator and the MT correlation robustness of the Merkle hash
(Definition 15).

Circuit-Represented Composition. Our idea is to incorporate a flag s; directly
indicating the prover’s possession of the witness for atomic predicate P;. For
proving a composed statement, C(P,..., P,), the prover does as follows:

1. Commit to (s1,...,8n).
2. Prove (P, =1As;=1)V (s; =0) for every i € [n].
3. Prove C(s1,...,8n) .



We use hybrid zero-knowledge for proving C(s1, ..., s,) = 1 on committed secrets
(s1,-..,8n). This way, composition C' can be represented by a Boolean circuit.
The proof in the second step associates flag s; with predicate P;. Provided a
X-protocol for proving s; € {0,1}, it can be done through a standard composition
method [26].

1.2 Related Works

Comparison to hybrid ZKGC in [19]. Our advantage of CP-ZKGC over [19]
is primarily qualitative; the generality of the supported commitments and the
extended functionality allowing monotone composition. Regarding the perfor-
mance, we compare the communication and computation for the example of
proving statement {(m,r)|com(m;r) =c¢ A C(m)} for a Boolean predicate C,
with labels of size A; and com being Pedersen commitment with group size As.
Let COT(a,b) denote the bandwidth for committed OT with a choice bits and b
total input message size. Let C denote the garbled C. The dominant term in the
bandwidth of [19] is |m|Ag + COT(|m/|, 2A1|m|) + |m|Xa + |C| + ITy (A1) + I (Jm| +
[m|Aa + |r| + A3) + I3(|m| + 2X2 + A3) where II;(a) denotes the bandwidth
for the i-th zero-knowledge proof whose witness size is a. For CP-ZKGC, it is
COT(|m|+|r|, 2x1 (|m|+|r])) 4+ |C| 4 X2 |m|. With a simple oblivious transfer from
[20] over 256-bit elliptic-curve groups, we estimate that [19] requires 140 kBytes
of communication additionally to |C|, whereas it is 66 kBytes with CP-ZKGC.
The prover computes 3335 exponentiations in [19] that is reduced to 513 with
CP-ZKGC.

Relation to arithmetic garbling in [34], [12], and more. Our affine garbling is a
mixture of techniques from [12] and [34]. We follow [34] in our affine garbling with
three substantial differences. The first is generality. We extend their approach
to which we call generalized affine operations over arbitrary rings, supporting
lattice-based cryptography. The second is that our garbling protects privacy,
which is essential for our construction of non-interactive zero-knowledge. The
third is the presence of a formal composition theorem with a Boolean garbling,
which is missing in their work. In [12], a binary decomposed value over a ring
is encoded in the same manner as ours. They support high-degree arithmetic
operations with inefficient decoding, which is not required in our case for garbling
affine predicates.

The encoding method used in SPDZ-2% [24, 13] has a similar flavor. They
extend the domain to 251* with sufficiently large s to achieve demanded soundness
error 27°. We instead choose to repeat the garbing for the target domain 7 times
so that 277% suffices for soundness. It simplifies the algorithm, particularly
when the arithmetic operations are extended to groups, in exchange for losing
fine-tuning in setting the target error level.

On Garbled Circuit to X -protocols. Other than the simple cut-and-choose con-
struction mentioned above, [37] introduces a paradigm called 2PC-in-the-Head



that builds a X-protocol from garbled circuits. It is a variation of MPC-in-the-
Head [39] where the witness is secret-shared among the virtual players who
cooperate to evaluate the target function. It inherently doubles the input length
of the evaluating circuit, impacting the efficiency, and is used as a theoretical
tool in subsequent works, e.g., [42].

Hybrid zero-knowledge from other than garbling schemes. There are efficient
constructions of interactive ZK, e.g., [13, 48], for hybrid statements that combine
efficient proof systems within Boolean or arithmetic relations using edaBits [29]
optimized for the zero-knowledge scenario. Those schemes base on subfield vector
oblivious linear evaluation (sVOLE, [15]), and are particularly well-suited for
scenarios that allow an interactive preprocessing phase between the prover and
the verifier.

Regarding zero-knowledge succinct non-interactive argument of knowledge
(zk-SNARKSs), there are several works, e.g., [3, 18, 32, 17, 4] that address commit-
and-prove structure as well as compositions. They are well suited for Pedersen-like
commitments in the classical domain.

The MPC-in-the-Head [39] (IKOS) paradigm provides alternative ways to
construct X-protocols for proving Boolean or arithmetic relations. Hybrid zero-
knowledge from IKOS/KKW paradigms is a potential approach for some specific
hybrids. In [38], a direct extension of KKW that supports transitions from Boolean
and arithmetic representations via edaBits [29] is addressed. Since [38] encodes
binary values without overhead, while CCZK encodes a bit with a A-bit label for
security parameter A, their proof size is A times smaller. The resulting X-protocol
inherits a specific soundness property and does not compose straightforwardly.

A series of works, including [7, 6, 9, 5], have made significant progress in the
compressed X -protocols, considering various assumptions. These protocols can
be categorized as hybrid zero-knowledge since they utilize algebraic commitments
and provide proofs of relations represented by Boolean circuits. The underlying
computation principle of these protocols relies on the homomorphic property of
the commitments and how witnesses are encoded within them.

On general compositions of X-protocols. Early works on composition methods [26,
25] support a wide range of access structures, including monotone formulas and
monotone span programs. Subsequent works, such as [21, 22, 1, 8, 11, 30, 36],
enhance efficiency for specific access structures like disjunctions and thresholds. A
recent work [2], considers composition represented by acyclicity programming, a
new model of computation that is incompatible with monotone span programming.
Their method inherently turns X-protocols into non-interactive arguments in the
random oracle model. A composition preserving the structure of sigma protocols
with a model of computation that subsumes monotone span programs was an open
problem. Our construction indeed produces X-protocols for desired compound
statements.



2 Preliminaries

2.1 Notations

By a « b, we denote that structured object b is parsed into a. In case of
parse error, the relevant algorithm halts outputting a special symbol 1. For
positive integers a,b € N, we denote by [a] and [a, b] the range {1,...,a} and
{a,a+1,...,b}, respectively. For a finite set, S, a < S denotes uniform sampling
from S, and |S| denotes carnality of S. By (zi)ier, we denote (z,, ..., ;) for
i; € I. For a ring element z, () denotes binary representation of z, and |z|
is the number of bits in (z). For a binary value (z) := (z1,...,2¢) € {0,1}*
and 2/ elements indexed as (k? k:-l)iem, we denote by £* an array of ¢ elements

17"
k* = (ki )ieq- By {w : R(w)} we denote a statement that witness w satisfies
relation R. We denote by PoK{w : R(w)} a proof of knowledge system about
witness w satisfying relation R. Variables not included in w are understood as
an instance.
For finite set X, we denote the number of bits needed to represent an arbitrary
element of X by rep(X), and the number of bits needed to represent an array of

all elements in X by len(X). Formally, rep(X) := max,cx(|z|), and len(X) :=

EIGX |$|

2.2 Affine Predicate and Affine Commitment

Let (R,+,-) be a commutative ring and group (G, +) be right R-module with
scalar multiplication operation ® : G X R — §. In particular, we use the
following properties: for all a,b € G and z,y € R, (a®2) ©y = a ® (x - y) and
(a+b)®x =a®x+b®x. We also require that, for fixed a # 0, a ® z is injective
from R to G, and for all distinct a,b in G and non-zero  in R, a @ x # b x. Let
g : R*¥ — RY be an affine function over R where g(x) := g1 -x + go for g € RV*%
and g, € RY for some positive integers u and v with operations - and + extended
to matrix multiplication and vector addition. Similarly, we consider generalized
affine function f : R* — G* where f(x) = §1 @ x + g2 for §; € G¥** and §» € G*.
For 2 € R* and its binary representation (z) translated into {0, 1% }¢, we define
bit-composition by G - (z) = 2 where G € R**¢ is a gadget matrix. We define
affine predicate, F, for generalized affine function f and constant y. It takes
binary representation of z and outputs 1 if f(x) = y, otherwise outputs 0, i.e.,

F({z)) = (f(z) = y).

Definition 1 (Affine Commitment Scheme). A commitment scheme is a
tuple of polynomial-time algorithms (gen,com, open) that:

« gen(1*) — ck is a commitment-key generation algorithm that, on input
security parameter A\, outputs a commitment key ck. The commitment key
defines the message space and the randomness space.

s com.,(m;r) = ¢ is a commitment function, on input ck, message m, and
random coins r, outputs a commitment c.



s open,;(c,m,r) = 0/1 is a predicate that takes commitment ¢, message m
and random coin r and outputs 1 or Q.

It is an affine commitment scheme if, additionally,

s comgi(m;r) is a generalized affine function on m and r over a ring,

s there exists a predicate domver.(m;r) that checks if m and r are in the
respective domains defined by ck, and

* open,(c, m,r) outputs 1 if and only if (com.,(m;7) < ¢) Adomver(m, ) is
true.

It is correct if, for any sufficiently large \, ck € Gen(1*), and any m and r,
satisfying domveri(m,r), open,(comer(m;r), m,r) outputs 1.

We follow standard hiding and binding properties [28]. For simplicity, we often
omit gen and ck whenever links between com and open are obvious.

Many commitments of practical interest are affine commitments. We further
assume that the predicate domver.(m,r) can be represented by a small boolean
circuit taking binary representations of m and r as input. Given binary repre-
sentations, checking the input size being smaller than a public constant is free
of communication cost. The same is true for checking that the infinity norm is
smaller than 2% for some positive integer k.

2.3 X-protocol

Definition 2 (X-protocol). A X-protocol for relation R(y,x) =1 is a three-
move public-coin protocol between prover P having y,x and the verifier V having
y. It satisfies special soundness and special honest verifier zero-knowledge that:

- Special soundness : There exists a polynomial time algorithm extractor E
which is given y and two accepting transcripts (a, ¢, z) and (a,c’,2") forc # ¢,
outputs x which satisfies R(y,x) = 1. This property is also referred to as
2-special soundness.

- Special honest verifier zero-knowledge: There exists a polynomial time simula-
tor that outputs a transcript (a,c, z) on input y and a random c with the same
probability distribution as that produced by the honest interaction between P
and V on the common instance y.

Following [10], we handle arguments based on hardness assumptions by extend-
ing the statement to {z | R(y,z) = 1V (« solves the hard problem)}. Extractor
E outputs x that either satisfies R(y,2z) = 1 or solves the hard problem with
probability 1. This way, we achieve knowledge soundness from special soundness.
The instance of the hard problem must not be chosen by the prover but provided
as a common reference string (CRS) or generated transparently. In our construc-
tion, this corresponds to setting up a collision-resistant hash function, usually
hardwired in the protocol. Therefore, our construction yields X-protocols in the
CRS or Transparent model. We will handle the setup implicitly in this paper.

10



3 Garbling Scheme

In this section, we explore several security notions of garbling schemes used in
succeeding sections.

Definition 3 (Garbling Scheme [14]). A projective garbling scheme is a triple
of PPT algorithms G = (Gb, Ev, En, De) where:

Gb(1*,0) — (C’,e, d): On input security parameter \ and the description of a
function C over domain {0,1}¢, outputs a garbled function C, encoding key e,
and a decoding key d.

En(e,z) — &: On input encoding key e and input value x, it outputs an encoded
input value .

EV(C', Z) — 2: On input a garbled C and an encoded input T, outputs an
encoded output Z.

De(2,d) — z: On input an encoded output 2 and a decoding key d, outputs
decoded result z.

It is correct if for all polynomial-size functions C of domain {0,1}*, and all
x € {0,1}¢, the following probability is negligible in \:

(C,e,d) + Gb(1*,C)
Pr | & < En(e, ) : De(2,d) # C(x)
2+ Ev(C,2)

We focus on projective garbling schemes where the encoding is applied individually
on each input variable. In particular, encoding key e defines input wire label pairs,
(Y, k})iem, and encoding function En(e, ) outputs & := (ki"*);c[¢. Encoding key
e is understood as equivalent to the label pairs, but it may be a small random
seed for pseudo-random generation of the label pairs. We note that such encoding
is invertible in a sense that, given & and e, it is easy to obtain x that & = En(e, x)
by simple lookup decoding. By En™*, we denote the decoding algorithm. It holds
that, for all e < Gb;(1*, P) and « in the domain of P, En™!(e, En(e,z)) = . For
any # that z satisfying # = En(e, ) does not exist, En"'(e, #) outputs L. We
also require a garbling scheme be separable in the sense that Gb consists of two
algorithms, input label generator Gb; and circuit garbler Gb, that e < Gby(1*, O)
and (C,d) < Gby(C, e). We further require Gb; generate input wire labels in a
way that it is perfectly indistinguishable which of each label pair is generated
randomly:

Definition 4 (Random Invertible Labels). Input wire labels are random
invertible if there exists an invertible function D, and k} = D(kY) holds for each
pair (kY,k}), and either kY or k! is chosen (pseudo) randomly.

17

Labels compatible with Free-Xor, k} = kY @ A, are random invertible. Jumping
ahead, labels in our garbling scheme for affine commitments are k} = k¥ + ¢
in a ring and are random invertible. The following property holds for separable
garbling schemes with random invertible labels.

11



Lemma 1. If a separable garbling scheme has random invertible input labels,
then, for any circuit C' and any input x, & := En(Gby(1*,C), x) is indistinguish-
able from uniform.

Soundness and verifiability are defined for garbling of predicates. Intuitively,
soundness captures the idea that it must be hard to find the encoding of 1, given
an encoded input of arbitrary z’ such that f(z') # 1.

Definition 5 (Soundness [40]). A garbling scheme is sound if for all polynomial-
size predicate f : {0,1}¢ — {0,1}, all z € {0,1}* that f(x) =0, and all PPT ad-
versaries A, the following probability is negligible in A:

Pr[(f,e,d) < Gb(1*, f) : d <+ A(f,En(e,z))] .

We introduce a decisional counterpart of soundness called output indistin-
guishability. For predicates f, we only concern output indistinguishability with
respect to x satisfying f(z) = 0.

Definition 6 (Output Indistinguishability). A garbling scheme is output
indistinguishable if there exists a PPT algorithm, SimD, that, for all polynomial-
size f : {0,1}¢ — {0,1}", for all PPT adversaries A, and x € {0,1}", the
following advantage is negligible in \:

(f,e,d) < Gb(1*, f)
(f,e,d) < Gb(1*, ) & = En(e,z)
Pr | 2 =En(e, x) :b=1| —Pr Q:Ev(f@) tb=1
b A(z,d) d' + SimD(2,d)
b Az, d)

Privacy and obliviousness capture the idea that encoded input &% does not
give useful information about . Depending on extra information given to the
adversary, we use either obliviousness or privacy defined as follows.

Definition 7 (Obliviousness [14]). A garbling scheme is oblivious if there
exists a polynomial-time simulator S that, for all polynomial-size (in \) functions
f of domain {0,1}*, and all PPT adversaries A, the following advantage is upper
bounded by a negligible function in X:

A
(2, 5t) = AL (2, s1) — A(1%)
cb=1|—Pr|(f,8)«<SANf) : b=1
b A(st, f, &)

Definition 8 (Privacy [14]). A garbling scheme is private if there exists a
polynomial-time simulator S that, for all polynomial-size (in A\) functions f, and
all PPT adversaries A, the following advantage is upper bounded by a negligible
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function in A:

(z,st) + A(1Y)

,e,d) + Gb(1*, f) (z,st) + A1)

cb=1| —Pr|(f,2,d) « SAN [, f(z)) : b=1

. b+ A(st, f,2,d
b A(st, &, d) At /. 8,d)

We say that privacy simulator S is separable if there exists polynomial-time
algorithms, S; and S,, where S (17, £, f(z)) outputs & and So(f, f(z), &) outputs
f and d. The notion of privacy may be demanded for inputs belonging to a subset
of its domain. For instance, to argue zero-knowledge, we only need to consider
privacy over x satisfying our target relation (see Section 6.1) and restrict A in
the above definition to choose to satisfy .

Often a garbling scheme allows one to extract the decoding key from the
whole encoding key and a garbled circuit. As observed in [33], this concept is
formalized in incomparable flavors as shown in the following definitions. We first
present decode key extractability where, once the decoding key is extracted, it
works perfectly in decoding any encoded output.

Definition 9 (Decode Key Extractability). A garbling scheme is decode
key extractable if, there exist PPT algorithms, VeD and ExtD, that, for all
polynomial-size (in \) functions f of domain {0,1}¢, probability

Pr[(fresd) = GO(M ) 1 VeD(f. f.o)] 1)

is negligible in \, and ExtD(f, e) outputs d that satisfies f(x) = De(Ev(f, En(e,x)),d)
for all x € {0,1}¢ and (f,e,d) that 1 = VeD(f, f,e).

In [40], verifiability is defined as slightly limited notion that only concerns
output value of 1. This notion suffices for the ZKGC framework in Section 5.

Definition 10 (Verifiability). A garbling scheme is verifiable if, there exists
PPT algorithms, VeE and ExtE, that, for all polynomial-size (in \) functions
f of domain {0,1}¢, all polynomial-time adversary A, all x € {0,1}¢ satisfying
f(x) =1, the following probabilities are negligible in .

Pr((f.e,d) & G(IM f) = 14 VeE(f. f.c) ] (2)

(f,e) « A, f)
1« VeE(f, 1, e)

T

. Ev(f,En(e,z)) # ExtE(f,e, 1)] (3)

Note that it can happen that Ev(f, k%) = En(e,1) for Z satisfying f(Z) # 1
even if ( f, e) verifies with VeE. Soundness prevents from finding such Z for
honestly generated ( 1, e), but there is no guarantee for maliciously chosen ( 1, e)
as in the above definition. Also note that verifiability is implied by decode key
extractability, but the reverse is not.
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When a garbling scheme is used in the cut-and-choose strategy, it is crucial
to verify that the garbling is done honestly. Typically, if a garbling is opened and
verified, we expect it to be correct. However, if correctness allows for a small error,
the garbling could be manipulated to exploit this. Therefore, once a garbling is
opened and verified, it must guarantee perfect correctness. This idea is formalized
as verifiable correctness as follows and used in our CCZK in Section 6.

Definition 11 (Verifiable Correctness). A garbling scheme is verifiably cor-
rect if there exists a polynomial-time algorithm VeC that, for all polynomial-size
function f with domain {0,1}¢, probability

Pr [(f,e,d) —Gb(1M, f) + 14 VeC(f, f,e,d) (4)

is negligible in X\, and De(Ev(f,En(e,z),d) = f(z) holds for all x € {0,1}* and
(f,e,d) that 1 < VeC(f, f,e,d).

Verifiable correctness is implied by decoding key extractability. But the reverse is
not necessarily hold. Note also that soundness and verifiability do not necessarily
imply verifiable correctness. They however are achieved in standard garbling
schemes.

4 Generalized Affine Garbling with Common Labels

We construct a garbling scheme for affine predicate F' with a property that some
input wires specified by B-Labels C [¢] are given labels that can be directly used
in garbling other Boolean predicates that share the input wires. The remaining
input wires, denoted by A-Labels, are given exclusively to F. These attributes
are determined arbitrarily and regarded as a part of the specification of F' in the
following description.

In Figure 1, we illustrate our garbling scheme whose B-Labels are compatible
with Free-XOR garbling [43]. Note that Ev only computes f(z) — g2 and decoding
key d equals encoding of y — go. It is the decoding function that evaluates
the equality. Note also that our scheme does not support high-degree algebraic
relations. We prove Theorem 1 in Appendix D.1.

Theorem 1. Algorithms, (Gby, Gba, Ev, En, De), in Figure 1 constitute a garbling

scheme of predicate F(x) := (f(x) Z y) for generalized affine function f(x) =
g1 © x + §o and constant y. If B-Labels = (), it is perfectly correct and verifiably
correct, verifiable, and it is private with respect to x satisfying F(x) = 1. It is
output indistinguishable for x satisfying F(x) = 0 and sound with soundness error
1/|R|. If B-Labels(F) # 0, the same properties hold except for KDF be correlation
robust for privacy.
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Gb, (1%, F): En(e, z):
A+ {0,171 (ki ki) « e
§— R* Output & := k*.
For ¢ € B-Labels R
K — {0,1}M k=K A Ev(F, 2):
For i € A-Labels (t:)i « F, (k;); « &
ki < Rk} ==k} +6 For i € B-Labels
Output e := (k7 k; ;. i == KDF(i, k;) + LSB(k,) - t:
For ¢ € A-Labels
Gb2(F, 6): i = ki
(k7 ki)i e 2:=00(G-y)
For i € B-Labels Output 2.
m; == LSB(kY)
K, := KDF(4, k), D; := KDF(i, k}) De(2,d):
ti = (1—271'1)(K1—D1+5) Ai
w0 = (1 —m) Ky + 75 (Ds — 6) Output (2 = d).
For i € A-Labels
wd = k?
d:= (310 (G- w”)) +((y — §2) ©9)
Output F := (t;);, and d.

Fig. 1: Garbling affine predicate F'(z) := (§1 © « + g2 = y) with partial Free-Xor
labels. Index i sweeps from 1 to the bit size of x. B-Labels and A-Labels determine
indices ¢ where input wire ¢ is with Free-Xor labels or arithmetic ones, respectively.
9, © = (pi)i- R* denotes invertible elements of R.

Notation: w® = (w§

Small Domain with Free Range Proof. If the actual inputs to F' are taken from
a smaller domain, say Sy x --- x S, C R for rep(S;) < rep(R), the binary
representation of the inputs can be compressed to n:= >, rep(S;) < rep(R*)
by adjusting G so that bit-composition Fg operates over the smaller domain.
Thus, the total size of e is reduced to len(e) = 2 - rep(R) - Y i, rep(S;).

This optimization not only saves the space for encoded inputs, but allows
range proofs almost for free. Operating on an encoded input that inherently
corresponds to one bit, the value is naturally restricted to one or zero. Generally,
it extends to range [0,2" — 1] with x encoded inputs.

Compact Encoding of Input Bits. When R has a subgroup R’ whose representation
is smaller and group operation is the same as that in R, we can select Kf from
R’ instead of R to gain efficiency. This reduces the total bit size of K by
rep(R’)/rep(R), namely, len(K) = 2n - rep(R’) - > i, rep(S;) (with the first
optimization in mind). This optimization is particularly effective for lattice-based
target function F' where rep(R’)/rep(R) = |q|/rep(R) is as large as hundreds to
a few thousand.

Theorem 1 holds also for the above optimized construction. We note that the
conditions that R’ is a subgroup of R and additive operation preserves in R’
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and R are sufficient for correctness of GC. Other properties hold almost in the
same way with trivial differences on domains.

5 ZKGC: From GC to Interactive UCZK

5.1 Construction

We rely on the following theorem from [40] about constructing a zero-knowledge
proof system from a projective garbling scheme.

Theorem 2 (Interactive ZK from GC). [0, Theorem 2] There exists an
efficient compiler that, given a correct, sound, and verifiable projective garbling
scheme for a predicate computing a relation, outputs a protocol that securely
realizes zero-knowledge proof functionality for the relation in the presence of a
malicious prover and a malicious verifier in the (Fcot, Fcom)-hybrid model.

We refer to [40] for concrete constructions substantiating the above theorem.
For completeness, we copied it in Appendix C. It is stressed that the ZKGC
compiler does not require privacy in the underlying garbling schemes. Privacy-free
garbling [31, 51] produces more compact garbled circuits than privacy-preserving
ones. In [33], variations of ZKGC that enjoy security against adaptive corruption
are presented.

5.2 Extension to Commit-and-Prove: CP-ZKGC

We consider conjunctive composition of Boolean garbling B and arithmetic
garblingA for proving relation P(x) := (C(x) A F(z)). It is assumed that B and A
are Input Compatible in the sense that input wire labels and encoding functions
are common, i.e., B.Gb; = A.Gb; and B.En = A.En. Allowing dedicated inputs
to C and F like P(z,y, z) := (C(z,y) A F(x,2)) can be done straightforwardly
in the manner by generating input keys separately for y and z. The resulting U

U.Gb, (1%, P): U.En(e, z) U.De(2,d):

(C,F)y« P Z < B.En(e, x) (%8, 2a) « 2

e < B.Gb1(1)\, C) Output 2 (d57 dA) “d

Output e. . bg + B.De(2sdB)
U.Ev(P, ) ba < A.De(2adn)

U.Gby (P, e): (C,F) « P Output (bs A ba)?

(Q7 F) «P ZB B.EV(CA'7 i‘)

(Crdg) « B.Gba(Coe) 24— AEV(E. )

(F7 dA) <_A AGbg(F:, 6) Output Z2.= (,’/E’B,QA)

Output P := (C, F)

and d := (dB,dA).

Fig. 2: Garbling scheme U for conjunctive relation P(z) := (C(z) A F(z)).
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leaks information about which of B and A fails when P(x)=0. It is, however,
irrelevant for our purpose since ZKGC admits privacy-free garbling.
We prove Theorem 3 in Appendix D.2.

Theorem 3 (Privacy-free Conjunctive Composition). Garbling scheme U
in Figure 2 is correct, sound, and verifiable if both garbling schemes B and A are
correct, sound , and verifiable.

Applying the ZKGC compiler in Section 5 to garbling scheme U, we obtain a
commit-and-prove zero-knowledge proof protocol for P(x) = 1. That constitutes
the CP-ZKGC compilation.

5.3 Monotone Compositions of CP-ZKGC

We consider predicates P, ..., P, garbled by B or A, and their composition
P = Py(Pi(x),...,P,(z)) where P, is a monotone Boolean function representing
an access structure. Let SE := (Enc, Dec) be a one-time CPA-secure symmetric-
key encryption scheme whose key space is {0,1}* and message space is {0, 1}*.
Let SS := (Share, Rec, Ver) be a correct, secure, and verifiable secret sharing
scheme. We refer to Appendix A for these building blocks. For i € [n], let P;
be a garbling scheme for P;. All P;.Gb; and P;.En are common and denoted by
Gb; and En. Figure 3 illustrates privacy-free garbling scheme M for predicate P.
Theorem 4 is proved in Appendix D.3.

M.Gb(1%, P): M.Ev(P, i'): M.En(e, z):
(Po, Prcry) « P (P, ci)iern) « P %/:: EnA(e’ ?)
6(—Gb1(1>\A,P1) (@733)«_.%/ X :(.ZIZ,A:E)
Vi € [n], (Pi,d;) + P;.Gba(P;,e) T :={i € [n]|Pi(z) =1} Output &'
d + {0,1}* Vi€ [T )
tic(n) < SS.Share(Py, d) di + PyEv(P;, 2) M.De(2, d):
Vie [n] ’ACi — §E~EnCKDFi(di)(ti) ti SE-DeCKDFi(di)(Ci) Output (Z = d)?
Output P := (F;, ¢i)iefn), € and d. 2 + SS.Rec(Po, tic(r))

Output 2.

Fig. 3: Privacy-free monotone composition. Py: description of monotone access
structure over [n].

Theorem 4. Garbling scheme M in Figure 3 is correct, sound, and verifiable
garbling of predicate Py(Py(x),. .., Py(x)) if every P; is correct, output indistin-
guishable with decoding key domain D; for x satisfying P;(x) = 0, and verifiable,
and SS is correct, secure, and verifiable, SE with key space {0,1}* is correct and
indistinguishable against chosen plaintext attacks, and every KDF; is indistin-
guishable over D;.
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Prover(P, x) Verifier(P)

s+ {0,1}*
RT := (s, M)
(si)iei) < N.Expand(RT)
Vi € [M]
(ei, hi) < S.ComGb; (1%, P; 5;)

(Pi, dz) < GGbQ(P, 6i)
H

H «+ Hash((ﬁi,di,hi)iew]) e

ST « N.SubTrees(RT, [M]\ CH) +——— CH « [M]

Vi e CH

(Zi,0:) < S.ProvEn(P, z, s;)
A - ST,GE

GE := (Pi,d;, %i,0:)iecH ——= V:=[M]\CH
(si)iev < N.Expand(ST)
VieV

(i, hi) < S.ComGb, (17, P; s;)
(Pl,dl) < GGbQ(F’7 ei)
1= G.VeC(P, P, e;,di)
Vi e CH
(Py,di, %,0:)icch « GE
h; < S.VerCom(Z;,0;)
Z; < S.UnComp(P, &;)
1= G.De(G.Ev(P;, #:), d;)
H ; HaSh((Piadi:hi)iE[A{])

Fig. 4: Y-protocol for statement {x | P(x)}. Predicate P is garbled by garbling
scheme G.

6 CCZK: From GC to X-Protocols

6.1 Construction

In Figure 4, we present our construction of X-protocol from garbling scheme G :=
{Gby, Gba, Ev, En, De, VeC}, shuffled label commitment scheme S := {ComGby,
ProvEn, VerCom} (Appendix B), and NNL pseudo-random generator N := {Expand,
SubTrees} (Appendix A.1).

The security is stated in Theorem 5 whose proof is given in Appendix D.4.

Theorem 5. The protocol in Figure 4 is special honest verifier zero-knowledge if
garbling scheme G is correct and private for x satisfying P(x) = 1, shuffled label
commitment scheme S is hiding, N is pseudo-random, and hash function Hash is
collision-resistant. It is special sound with respect to the extended statement that
either P(x) = 1 or Hash is not collision-resistant, or S is not binding, or G is
not verifiably correct.
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With the challenge space of size (Af ), the protocol in Figure 4 constitutes a

-1
proof of knowledge for the extended statement with knowledge error (Af ) .

Performance: We estimate the communication complexity of CP-CCZK for
{(m,r)| C(m) A F(m,r)} where there are ¢ input wires of which 5 are Boolean
encoding and ¢4 are arithmetic encoding. First, only small seeds s; are needed
for verifying sessions. They are compressed as nodes of the NNL expansion tree,
which requires [ST| < 7 - (log L) - A assuming |s| = |s;| = A. The bound is
obtained by considering the worst case where sessions are divided into 7 groups
of M/t sessions each, and one evaluating session is chosen by CH from each
group. Each group has the number of NNL nodes to open M/7, but one session
is log, % Given the node size as A, summing it up for 7 groups gives the bound.

Next we estimate evaluating sessions, where GE = (Ph di,Zi,0;)iecH is sent.
According to Equation (10) in Section B.1, the average size of (#;,0;) from
shuffied label commitment S is estimated as |Z| 4 |o] & (% + LN 04 + 2N .
P, consists of C; and F;. According to Figure 1, we have \FZ\ = |kal| - £p. Output
decoding key d; can be a hash of output wire labels of the desired output value.
Since collision resistance is expected, we have |d;| = 2\. Summing them up to 7
evaluating sessions, we have |GE| = 7(|C| + |F| + |di| + |&i] + |oi]). Thus, the
total proof size sent out from the prover will be

M .
|H| + |ST| + |GE| ~ 2\ + 7 - (log 7) A+ Tlkallp + TIC| + 27X

+(@ + %)\)MA + %TMB. (5)

For A = 128 we can select (1, M) from, for instance, (36,192), (30,256),
(22,512), (18,1024), (12,8192) and (10, 32768) considering the tradeoff between
communication and computation.

As a concrete example of cross-domain composition, we consider a scenario
where, given a Pedersen commitment and an NTRU ciphertext, the prover proves
that at least one of the committed messages fulfills the restriction represented
by Boolean predicate C. It can be done by an OR composition of two proofs for
statements St1 and St2 where

Stl:= {(m,r)|C(m) = 1A c; = PedCom(m;r)}, and
St2 := {(m,r)|C(m) = 1 A ca = NTRUEnc(m;r)}.

For 128 bits of security, m and r are 256-bits long in the Pedersen case. We
estimate the case where NTRU over R, with |g| = 11 and dimension n = 509 (as
defined in ntruhps2048509) is used for affine commitment, NTRUy, (m;r) = hr+m
over R, whose atomic operation is over Z,. For m and r being binary, we have
input length £ = n. Assuming that only m is input to the Boolean part, we have
Ly =L = £/2. With this setting, and (7, M) = (18,1024) for A = 128, (5) is
approximately 332kBytes plus 18|C].
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For comparison, we consider [37] turned into a hybrid scheme with our garbling
scheme with no further optimizations. Since [37] and ours output standard
X-protocols, they can compose St1 and St2 in a disjunctive manner for free
using [26]. [38] performs the disjunctive composition at the circuit level. Since
the result of arithmetic equality checking is translated to Boolean for further
logical composition, it is slightly more expensive than translation from Boolean
to arithmetic. [3] uses SNARK and is suitable for Pedersen commitments. It
works only for St2 and requires CRS but composes well with a small overhead.
Table 1 summarizes the estimated proof sizes.

Scheme Proof of St1 Proof of St2 Cost of OR Basis
3] N/A 25.5kB + |CRS| 128B SNARGH+X
[38] 399kB + 46|C| 453kB + 46|C| 910kB MPC
[37] 5.5MB + 128|GC(C)| 68MB + 128|GC(C)| 0 GC
Ours 631kB + 18|GC(C)| 332kB + 18|GC(C)| 0 GC

Table 1: Estimated proof size for statements St1, St2, and overhead for their
conjunctive composition.

6.2 Extension to Commit-and-Prove: CP-CCZK

U.Gb, (1%, P): U.En(e, z): U.De(2,d):

(C,F)y« P % < B.En(e, z) (%8, 2a) « 2

e+ B.Gb,(1*,0) Output Z. (dg,da) « d

Output e. . bg <+ B.De(Zg, dg)
U.Ev(P, 2): ba < A.De(2a, dn)

U.Gba (P, e): (C,F)« P Output (bg A ba)

(C,F) « P g + B.Ev(C, 2)

(C,dg) + B.Gbz(Ce) Za + AEv(F, 2)

(F,dn) + A.Gby(F,e) Output 2 := (28, 2a).

Output P := (C, F)

and d := (dB,dA).

Fig.5: Garbling scheme U for conjunctive relation P(x) := (C(z) A F(z)).

We extend CCZK to a commit-and-prove style by building a garbling scheme
for conjunctive statement P(x) := (C(z) A F(x)) with properties demanded in
Theorem 6. The construction is illustrated in Figure 5. Recall that the resulting
garbling scheme U is not fully private since it leaks information about which
of B and A fails when P(z)=0. It is acceptable since Theorem 6 demands U
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being private only for x satisfying P(z) =1 since zero-knowledge only concerns
satisfying inputs by definition. It indeed is the case if both B and A are private
with respect to input z, resulting in output 1. Correctness and verifiability of U
are carried over from the underlying garbling schemes. Theorem 6 is proved in
Appendix D.5.

Theorem 6 (Privacy-preserving Conjunctive Composition). The garbling
scheme U in Figure 5 is correct, verifiably correct, and private with respect to
x satisfying P(x) = 1 if both garbling schemes B and A are correct, verifiably
correct, and private with respect to x satisfying C(z) and F(z).

Applying CCZK to the above garbling scheme U for F' being commitment
function com, we obtain commit-and-prove X-protocol for proving relation C(z)
for x committed with com(z). That constitutes CP-CCZK.

6.3 Monotone Compositions of CP-CCZK

We consider predicates Pi,..., P, garbled by B or A, and their composition
Py(Pi(z),...,P,(x)) where Py is a monotone Boolean function. A first attempt
would be to garble Py using the outputs of garbled Pi,..., P, as its inputs. But
this does not work: in A of predicates, only output 1 is encoded with a fixed
value. Any value other than the fixed encoding of 1 is translated as an encoding
of 0. Thus, P cannot be evaluated when a P;(z) evaluates to zero. Therefore, P
must be garbled in such a way that it can be evaluated only with encodings of
1 as input. Such a true-only garbling is possible when Py is a monotone access
structure where only input of 1 contributes to make the final result be 1. To
garble Py, we assign a random value as an output of garbled P, and secret-share
the output. Then encrypt each share with the encoded output of P; as a key.
The ciphertext is output as a part of garbled Py. This way, it will become clear
which P; is satisfied or not as the decryption will fail if P; is not satisfied and
an incorrect decryption key is obtained. It is however acceptable as we seek for
privacy-free solution here.

For compositions with privacy, recall that garbling with privacy is needed
for CCZK, which in tern produces sigma-protocols. Monotone composition of
statements for Sigma protocols is a well studied topic, and we have several ways
to do the task. It also applies to sequential composition of type C o F reduced to
a conjunctive composition as we observed in the previous section. Then, we show
that garbling of sequential composition of type F' o C' is doable.

It is required that A.En and B.De are compatible in the following sense.

Definition 12 (Out-In-Compatibility). For any dg generated honestly by
B.Gb and any § that B.De(g,dg) # L, A.En(dg,B.De(§,dg)) = § holds.

This condition is satisfied with our construction of A combined with any B
whose output wire labels follows the Free-Xor style. The sequential composition
presented in Figure 6 works for the privacy-preserving case. The following theorem
is proved in Appendix D.6.
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U.Gb(1*, P): U.Ev(P, &):

(C,e,ds) < B.Gb(1*,C). (C,F) « P.
(F,d) < A.Gby(F,ds). § — B.EV(C, ).
P:=(C,F) 2 AEv(E, ).
Output 15, e, and d. Output 2.

U.En(e,z) = B.En(e, z). U.De(2,d) = A.De(Z,d).

Fig. 6: Sequential Composition F o C.

Theorem 7 (Privacy-Preserving Sequential Composition). If B is correct,
decode key extractable and oblivious, and A is correct, verifiably correct and
private with respect to y that fa(y) =1, then U in Figure 6 is a garbling scheme
for P := fao fg that is correct, verifiably correct and private with respect to x
that g(z) = 1.

7 General Composition of Y-protocols

We now present a method to compose a variety of proof systems into one following

the access structure represented by a circuit. Formally, for n witnesses, z1,..., 2,
and n relations, Ry, ..., R,, and a monotone predicate C' represented by a (not
necessarily monotone) circuit, we construct a proof system for proving

S = A{zicp : C(Ra(1),..., Re(ar))} (6)

given a proof system for each R;. For instance, with circuit C' recognizing a
weighted threshold, it can be a proof of weighted threshold.
Our first step is to translate the above statement into

S = {(@icie, siciy) : C(s15- -+, 5¢) AL (Ri(x;) V s = 0)}. (7)
We then claim that, for monotone C, if S’ is true, then so is S. Lemma 2 is
proved in Appendix D.7.

Lemma 2. For any relation R;, any monotone predicate C, and any (z;c(q, Sicle))
if S’ is satisfied, so is S.

It is sufficient to construct a proof system for S’. Let com; and open; be affine
commitment function and its opening verification predicate whose commitment
key is implicit. We decompose S’ into clauses and connect them with commitment
¢; == com;(s;;7;) as follows:

HRi = POK{ZL’z : Rl(fﬂi)},
II,, := PoK{(si,7;) : s; = 0 Aopen;(c;, s;,7i) }, and
Ilo = POK{(S;‘, ri)ie[[] : C(Sl, ey S@) /\ie[f] openi(ci, Si, ’I“i)}.
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Consider a protocol wrapping I1r, and II,, in a disjunctive manner as follows:
IIR,vs, = PoK{(z, ;) : Ri(xs) V (ss = 0 A open,;(cq, 5i,74) }- (8)

The final protocol ITg: for statement S’ is obtained by executing IT¢ and ITg,vs,
for all i € [¢] in parallel. The following claim is proved in Appendix D.8.

Theorem 8. The above Il is complete, knowledge sound, and zero-knowledge
if every com; is hiding and binding, Il is zero-knowledge proof of knowledge, and
every IlR,vs, is a commit-and-prove witness-indistinguishable proof of knowledge.

Suppose that a X-protocol for I, is given, and we construct I, and IIc by
CCZK obtaining corresponding X-protocols. By composing IIr, and II,, using
the disjunctive composition of [26], we have a X-protocol for ITg,ys,. Then final
protocol ITg: that executes II¢ and IIg,ys, for all 4 € [¢] in parallel as before
constitute a X-protocol for S’.

Finally, we note that commitment key for each com; is generated by the
prover. Thus, it can only be computationally hiding. Alternatively, a commitment
key for statistically hiding com; can be given as a common reference string.
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Appendix

A Other Building Blocks

A.1 NNL Pseudo-random Generator

An NNL pseudo-random generator is a pair of polynomial-time algorithms
(Expand, SubTrees) that:

- Expand(RT) — (r;);: Given RT = (s,{) € {0,1}* x N, it outputs (r;);c[q €
{0,1}**¢. For notational convenience, we overlay this function to its k-fold
repetition that takes RT = (RT, ..., RT}y) as input, executes Expand(RT;)
for e =1,...,k, and outputs the results concatenated.

- SubTrees(RT,I) — ST : Given RT = (s,f) € {0,1}* x N, and indices
I C [4], it outputs ST = (s;,4;);ep that, for (r;);e; = Expand(ST) and
(ri)ie < Expand(RT), r; = r; hold for all i € I.

Expand forms a binary tree whose root node value is s, and child nodes are
generated by applying a length-doubling pseudo-random generator to the parent
node. The standard indexing identifies every node for binary trees. For ease of
notation, we assume that every node value is accompanied by the index implicitly.
Therefore, Expand consistently expands sub-trees from intermediate nodes given
by SubTrees to the whole tree. The convention about indexing also applies to
functions and variables in Merkle trees.

Definition 13. An NNL pseudo-random generator is pseudo-random if, for all
polynomial £ and all polynomial-time adversaries A, the following advantage is
upper bounded by a negligible function in A:

(I, st) + A(1*,0) (I, st) «+ A(1*,0)
s+ {0,1}* s+ {0,1}*
Pr RT := (s,0) Py RT := (s,¢)
(i)ici + Expand(RT) (ri)iepg < {0,132
ST <+ SubTrees(RT, I) ST < SubTrees(RT, I)
b« A(st, (Ti)ie[f]\la ST) b« A(st, (Ti)ie[[]\[, ST)

A.2 Merkle Tree

We consider a family of Merkle trees MT = {MT ,} parameterized by security
parameter \. MT € MT y is a tuple of polynomial-time deterministic algorithms
(Com, Proof, Ver) that:

- Com(L) — R: Given leaf-values L := (Ly,...,Ly) € {0,1}**¢ as input, it
outputs a root value R.

- Proof(L,I) — II : Given leaf-values L and a set of indices I := (iy,..., i)
as input, it outputs 11, siblings for every path from leaf ¢; to the root.

27



- Ver(S,IT) — R : Given a subset of indexed leaf-values S and siblings IT as
input, it computes the root value R.

It is correct if, for all L € {0,1}**¢, T C [(], S C L, R «+ Com(L), IT «+
Proof (L, I), it holds that R = Ver(S, IT).

A Merkle tree is unforgeable if an unauthorized leaf passes the verification
only with negligible probability.

Definition 14 (Unforgeability). A Merkle tree family MT is unforgeable if,
for any polynomial-time adversary A, any polynomial £, the following probability
is negligible in \:

MT «+ MT S Le{0, 1} AN SZ LA

Pri (1,5, 11) « A(1*) © MT.Com(L) = MT.Ver(S, I)

We require a Merkle tree not to leak information about the unopened, corre-
lated leaves even if a half of the leaves are opened. We call this property as MT
correlation robustness formally defined as follows.

Definition 15 (MT Correlation Robustness). For relation R € R, let
Dr={L1,...,Lag|Vi € [f], R(L;, Li¢) = 1}. A Merkle tree MT is MT corre-
lation robust with respect to R, if, for any polynomial-time adversary A, any
(€1,...,&) €{0,1}, and I := (i+ & £);iepn, the following advantage is negligible
mn A:

[R+ R, L+ Dy T
I' =20\ 1
R+« R, L+ Dg Viel, L, :=L;
h < Com(L) L Viel', Li+ {0,1}»
P proof(L, 1) P TP o fnliepgy 0T
b« A(h,m,Licy) h + Com(L’)
7+ Proof (L', T)
_b%A(h,ﬂ',Lie]) ]

A.3 Key Derivation Function

A key derivation function is indistinguishable from random if its output on
random input is indistinguishable from random.

Definition 16 (KDF Indistinguishability). Let KDF be a key derivation
function KDF : D(\) — {0,1}*. Let OxpF be an oracle that, given a query, it
samples x <—r D(N) and returns KDF(x). Let Og denote an oracle that, given a
query, it returns a uniformly chosen value from {0,1}*. KDF is indistinguishable
from random if, for all polynomial-time adversary A, oracles Oxpg and Op are
indistinguishable.

We follow the notion of correlation robustness [34] of KDF with minor adjust-
ment for the privacy setting. Roughly, it states that, it is hard for the adversary
to distinguish oracle Okpr that, on receiving (i, k;), returns KDF (i, k; & A) for
random fixed A, and oracle Or that evaluates a random function.
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Definition 17 (Correlation Robustness [34]). Let KDF : {0,1}* x {0,1}* —
R be a key derivation function, and U be all functions over {0,1}* x {0,1}* — R.
Let Oa and Ogr be oracles that Oa(i,z) = KDF(i,z & A) and Or(i,z) =
R(i,x). Oracles accept queries with unique i. KDF is correlation robust if, for all
polynomial-time algorithms A, advantage function

OariAy _ 11 _ OrR(1M) —
negoEEiy AT @) =1] = Pr [A%(@1%) =1] (9)

is negligible in .

For privacy-free setting, A can be chosen from {0, 1}*.

We note that the correlation robustness in the above definition is implied by
circular correlation robustness introduced in [51] whose oracles are O (4, z,b) :=
KDF(i,z® A)® (b- A) and Or(4,z,b) := R(4, z,b). This observation is important
because we use common label generation mechanism for Boolean that requires
circular correlation robustness and arithmetic garbling that require correlation
robustness. By the above implication, our construction eventually rely on the
circular correlation robustness.

A.4 Symmetric-key Encryption

A symmetric-key encryption scheme SE consists of a key generation algorithm
Gen, encryption algorithm Enc and decryption algorithm Dec. We assume that
Gen uniformly samples a key from {0,1}*, and follow the standard notion of
indistinguishability against chosen plaintext attacks. By M and I, we denote
the message and key spaces defined implicitly for security parameter . Indistin-
guishability against chosen message attacks (IND-CPA) is defined in the standard
manner where a challenge ciphertext of either of the two messages chosen by the
adversary is indistinguishable in the presence of the encryption oracle.

A.5 Secret Sharing Scheme

Secret sharing scheme SS := (Share, Rec, Ver) is a tuple of polynomial-time
algorithms that

 t < Share(I',w) is a sharing algorithm that takes a description of access
structure I" over (1,...,n), and a secret w, and outputs shares t = (t1,...,t,),

« w < Rec(I',t') is a reconstruction algorithm that takes t' = (t;,,...,t; ,)
and outputs w or 1, and

* 0/1 < Ver(It) is a verification algorithm that takes a full set of shares
t=(t1,...,t,) and outputs 1 or 0.

It is correct if, for any w in a fixed domain, t < Share(Iw), T € I, U ¢ T,
w = Rec(F, (ti)iET) and w 75 REC(F, (ti)ieU)-

It is secure if, for any polynomial-time adversary A, any U ¢ I', and uniformly
chosen w, w = A((¢;)icv) happens only with negligible probability.
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A secret sharing scheme is verifiable if Ver(I',t) outputs 1 if and only if ¢ €
Share(I", w) for some w. Shamir’s secret sharing is verifiable for threshold structure
I" with a threshold of one-third. To accept more complex access structures, we
can use a verifiable secret sharing scheme where Share outputs a public parameter
that is given as input to Rec and Ver.

B Shuffled Label Commitment

B.1 Definitions

The role of the shuffle label commitment scheme is threefold: 1) to commit to
correlated pairs of labels for a garbled circuit in a pairwise shuffled manner, 2)
to open one of each paired label, and 3) to open all labels in the correct order.

Definition 18. A shuffled label commitment scheme S for garbling scheme B is
a tuple of polynomial-time algorithms (ComGby, ProvEn, VerCom) that:

ComGby (1%, P; s) — (e, h): Given security parameter 1* and predicate P as
input, it generates encoding key e and commits to e by h.

ProvEn(P,z,s) — (&,0) : Given predicate P, input value z, and coins s (used
in ComGby ) as input, it outputs compressed encoded input & and commitment
verification information o.

VerCom(Z,0) — h : Given compressed encoded input & and commitment
verification information o as input, it reconstructs commitment h.

It is accompanied by supplemental functions, (CompEn, CompEn~!, UnComp) that:

CompEn(P, s,x) — &: Given predicate P, seed s, and value x, it outputs
compressed encoding T of x.

CompEn_l(P, $,Z) = x: Given P, s and compressed encoding T as input, it
outpuls x.

UnComp(P, ) — &: Given P and compressed &, it outputs standard Z.

It is correct if, for all s € {0,1}*, predicate P, x in the domain of P, (e,h) +
ComGb, (1%, P;s), (%,0) < ProvEn(P, z,s), ¢ + Gby(1*, P;s), and ' +~ CompEn
(P,s,z), it holds that e = €, & = &', h = VerCom(Z,0), * = CompEn~!
(P, s, CompEn(P, s, z)), and UnComp(P, CompEn(P, s,x)) = En(e, x).

Security properties are binding and hiding. Intuitively, binding property states
that successful opening of commitment h with encoded input & implies extraction
of embedded z.

Definition 19 (Binding). A shuffled label commitment scheme S for garbling
scheme B is binding if, for any polynomial-time algorithm A, the following
probability is negligible in \:

(e, h) < ComGby (1%, P;s)  h = VerCom(Z,0) A

Prlz o) « A(s) " | — CompEn~!(P,s, #)
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Hiding property is that correct opening (&, o) of commitment h does not leak
information about e and x more than Z does. Combined with Lemma 1, it implies
that no information about z is leaked.

Definition 20 (Hiding). A shuffied label commitment scheme S for garbling
scheme B is hiding if there exists a polynomial-time simulator Ss that, for all
predicate P and x in the domain of P, and all polynomial-time adversaries A,
the following advantage is negligible in \:

A .
(e, h) « ComGby(1*, P; s) e < Gby (1%, P;s)

- z <— CompEn(P.
Pr | (Z,0) « ProvEn(P,z,8) : b=1|—Pr ?h:) imgs(n]g é)s,x)

b A(E,0,h) b+ A(Z,0,h)

:b=1

B.2 Construction

We construct a shuffled label commitment scheme, S, from NNL pseudo-random
generator N (Appendix A.1), Merkle tree scheme MT (Appendix A.2), and key
derivation function KDF : {0,1}* — R (Appendix A.3). We begin by building
functions, GbB and GbA that, given two random coins, r and p, generate a pair of
labels for i-th Boolean or arithmetic wire. Let A be a global parameter sampled
as shown in Figure 1.

GbB(r, p, 1) GbA(r,p, 1)

7 := LSB(r) ® LSB(p) 7 := LSB(r) ® LSB(p)

kK™ i=r k™ := KDF(i,7)

KM =roA k™ := KDF(i,7) + (1 — 2m)6
L% :=r L% :=r

L' =k" L' =k"||p

Output (L°, L', 7, k° k'). Output (L°, L', 7, k° k').

We then show an algorithm, GetlLeaf, that generates label pairs for P using
GbB and GbA with random coins generated by NNL pseudo-random generator,
and associate the labels to the leaves of Merkle tree in an appropriate place
and form. Each label pairs (kf,kf) permuted randomly is associated to i-th
and ¢ + ¢-th leaves, L; and L;,,. However, directly putting labels as a leaf value
causes a problem when labels are taken from a small domain, as in the case
of arithmetic labels. Our idea is to generate kf directly from random coins 7;

and assign r;, which has more entropy than kfi, to leaf L;. For i + ¢-th leaves,

however, kf’ depends on kf “ and cannot be generated randomly. Hence, we pad
random coins p; to gain entropy.

GetlLeaf(P, s)

01: £ + InputLen(P) 07: For i € A-Labels
02: (s1,s2) < N.Expand(s,2) 08: (Li, Lite,mi, kY k)
03: (r1,...,7¢) < N.Expand(si,¢) <« GbA(r:, ps, i)
04: (p1,...,pe) < N.Expand(sz, ) 09: L:=(L1,...,La)
05: For ¢ € B-Labels 10: 7 = (m1,...,7)
06: (Li,Lite,mi, kY k) 11: e = (kY k) )icp

< GbB(r;, pi, 1) 12: Output (L, 7, e).
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We are ready to present the main functions of S.

ComGb, (1%, P; s)

(L, 7, e) <+ GetLeaf (P, s)
h < MT.Com(L)
Output (e, h).

VerCom(Z, o)
(STl,KQ,Il,IQ) «— I
(ki)icr, « K2
(U, STQA) “«— o
Iop = {Z c Iy | i—f e A—Labels}
(Li)ie[l < N.Expand(STl)
(pi)iEIQA «— N.Expand(STzA)
Vi e Iy
If i — ¢ € A-Labels

Li :=k;||ps
If i — ¢ € B-Labels
Lz‘ = kl

S := (Li)icnuis
h < MT.Ver(S, II)
Output h.

ProvEn(P, z, s)

¢ < InputLen(P)

(L, 7, e) < GetLeaf (P, s)
I={i+lz;®m)|ic[l]}

I :{Z€I|’L§£}, I ZZI\Il
Ioa :={i € Io|i — £ € A-Labels}

RT := (s,2)
(s1,82) + N.Expand(RT)
RT1 = (Sl,f)

ST1 < N.SubTrees(RTl,Il)
Ky ={k;';" €eli€ I}

i = (STy, K2, I, I)

IT < MT.Proof(L, I)

RT2 = (Sg,ﬂ)

STQA < N.SubTrees(RTg,]gA)
g = (H, STQA)

Output (Z,0).

Accompanied functions for handling compressed encoding are given below.

CompEn™!(P, s,%): UnComp(P, Z):

(L, 7, e) < GetLeaf(P,s) £« InputLen(P)

T < UnComp(P,fs) (STl,KQ,Il,IQ) “— T

z + En"!(e, ) (ri)icr, < N.Expand(STh)

CompEn(P, s, z):

£ < InputLen(P)

(L, 7, e) < GetLeaf (P, s)
I := {ie [ﬁ] ‘xi@ﬂi IO}

Iy:={i+/]i€[f],z; ®m =1} Output z. Vi € B-Labels
(s1,52) < N.Expand(s, 2) k=1

RT; := (s1,%) Vi € A-Labels
STy < N.SubTrees(RTy, I1) ki < KDF(r;)
Ky :={k;'," €eli€ I} (ki_g)ier, « Ka
T .= (STl,KQ,Il,[Q) T = (k;)ze[e]
Output Z. Output Z.

Whenever & in the compressed form is parsed into (STy, K», I1, I2), its proper
formatting is implicitly verified. Namely, it checks if ST; follows the form of
nodes of a NNL tree, K> is a list of labels, Iy C [{], I C [¢ + 1,2/], and for

I :={i—1]i € I}, I UI, = [£]. If the check fails, the algorithm halts with
output L.

B.3 Performance

We estimate the size of (Z, o), which is the most relevant to the construction
in Section 6.1. Consider the minimal case of £ = 2 where labels (k) k}) and
(K9, k}) are allocated to leaves (L1, L3) and (Lg, Ly) pairwise shuffled. If L; is
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opened, the other side of the pair, Ls, is kept hidden. Namely, a hash value of
L3 is published. If L3 is opened, L; has to be kept hidden. The same for the
other pair. To open L; and Lo at the same time, a corresponding NNL node
is published. Then, a corresponding MT node is published to hide L3 and L4
altogether. Unfortunately, it is not symmetric when opening and hiding are
altered. To open L3 and L,4, corresponding labels must be published one by one
because they are not generated directly from the NNL tree. When L3 and Ly are
arithmetic labels, random padding parts can be taken from the NNL tree. This
process is done in ProvEn.

Extending the above to £ = 4 and counting all 16 possible opening and hiding
patterns of leaves with an assumption that NNL nodes and labels for Boolean
wires are A bits, and MT nodes are 2\ bits, the average size of (Z, o) produced
by ProvEn is estimated as (|ka|/2 + 136A/64)¢ when all labels are for arithmetic
with size |k4|, and (145)/64)¢ when all labels are for Boolean. For ¢ = {4 + {p
where £4 and £ are a number of input wires of P for arithmetic and Boolean,
respectively, we have

1 14
|Z| + |o| = (@+g/\)@+6—f>\63. (10)
The naive construction with individual commit and open approach, ((|ka| + A) +
20\)€4 4+ 4\p in the same setting. For [ka| = A and £4 = € = £/2 for instance,
our construction costs 313/128 - Al whereas that of naive approach is 4A¢. Thus,
our shuffled label commitment with compressed encoding saves ~ 39% over the
naive approach.

B.4 Security

Theorem 9. Shuffied label commitment scheme S in Section B.2 is binding if
Merkle tree MT is unforgeable.

Proof. Suppose that there is an adversary that, given 1* and P, outputs (s, %, 0)
that satisfies h = VerCom(Z, o) for (e, h) +— ComGby (1%, P; s), but fails to recover
embedded value, | = CompEn_l(R 8, ).

Recall that ComGb; executes (L, 7, e) < GetLeaf (P, s) and h < MT.Com(L).
Since CompEn™!(P, s, Z) outputs L, we have L + En~!(e, 2) for & « UnComp(P, ).
Consider the case that £ = L. It can only happen when parsing (RTy, Ko, I1, I3) «
Z in UnComp(P, &) fails. Since the same parsing is done in VerCom, it ends up
with L < VerCom(Z, o) contradicting that it outputs h. On the contrary, consider
the case that & # L. En"'(e,2) outputs L only if & is not a subset of e. (More
precisely, there is an element, k; in £ that does not match either &Y or k! in
e.) Denote this by & ¢ e. Recall that VerCom(Z, o) computes S that determines
&, and IT that satisfies h = MT.Ver(S,IT) for h < MT.Com(L) computed in
ComGb, (1*, P; s). Since L also uniquely determines e in the same manner, if
S C L, then & C e. However, since we have & ¢ e, we conclude that S ¢ L. Thus,
A producing such (s, #,0), we can compute (L, S, IT) breaks unforgeability of
MT. O
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We consider relations between i-th and ¢ 4 ¢-th leave values corresponding to
arithmetic and Boolean wires. Let R4 and Rp be relations for arithmetic and
Boolean labels, respectively, as defined below. R4 is a fixed relation (for any
fixed d), and Rp is parameterized by A.

killpi « Liye Output Lise = L; @ A

Output &/ ki + (1—2m;)é

Theorem 10. Shuffled label commitment scheme S in Section B.2 is hiding if N
is pseudo-random and MT is MT correlation robust for correlations Rp and R4 .

Proof. We construct Ss as follows.

Ss(P, %)

01: £ < InputLen(P) 16: Vi€ I

02: (STl,KQ,Il,IQ) “— I, kielg « Ko 16: if 1 — ¢ € B-Labels

03: I1 :={i+¢|i e} 17: ri =k;

04: I :={i—L|i€ I} 18:  if i — £ € A-Labels

05: (7i)ier, + N.Expand(STi) 19: ri = ki|| ps

06: Vie I, r; + {0,1}* 20: L:=(r1, - ,7r2)

07: 52 + {0, 1} 21: h < MT.Com(L)

08: RT: := (s2,¢) 22: IT < MT.Proof (L, I; U I5)
09: (pi)iefe+1,2¢) < N.Expand(RT%) 23: Ipg :={i € Iz|i — ¢ € A-Labels}
10: Vi€ I}, 24: STy + N.SubTrees(RT, I>4)
11:  if ¢ — ¢ € B-Labels 25: 0 := (II,5T%4)

12: i+ {0,137 26: Output (h, o)

13:  if ¢ — ¢ € A-Labels

14: r < R x {0,1}*

Let Hy be the game with simulator Ss in the right-hand term of the advantage
defined in Definition 20.

H,: We replace random choices of r; in step 12 and 14 with the following process.
A is the one used in Gb;y.

12: 7, =1, DA 14-1: m; = LSB(Ti_g) D LSB(pZ)
14-2: k; < KDFr(ri—e) + (1 — 27)0
14-3: T = k‘ini
This makes r; and r; 4, for ¢ € I in relation Rp and R4. The difference caused
by this change is negligible due to the MT correlation robustness of MT for
correlations Rg and R 4.

Hy: Let s be the random coins used in Gby. We replace step 05 with (s, s2)
N.Expand(s,2) and (7;);eqy < N.Expand(si,£). This transition is a cosmetic
change. It is because that r; for i € I is generated in the same way using the
same seed s in Gb;. Regarding r;, r; for ¢ € I} are overwritten in step 06 as
before. Hence, Game Hs is equivalent to H;.
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Hs: We remove step 06. It means that the random choice of r; for ¢ € I} is
replaced with the ones generated by N.Expand in step 05. Due to the pseudo-
randomness of NNL, Game Hj is indistinguishable from Game Ho.

H,4: We remove step 07. It means that the random choice of s5 is replaced with
the one generated by N.Expand in step 05. Due to the pseudo-randomness of
NNL, Game H, is indistinguishable from Game Hj.

The process done in H, is exactly what is done in the real game in the
left-hand term of the advantage defined in Definition 20. O

What remains is to make it clear under what assumption such MT correla-
tion robust MT can be constructed. For two variables L; and L;, in relation
Ru(Li, Liv¢) = 1, we consider sampling one given the other. For this purpose,
we define sets, D1, that defines all possible choices of L;,, when L; is fixed. Dy
is defined as the set of possible L; when L;,, is fixed.

p €10, I}A
Dl(Li) = Li+g ™ = LSB(p) SV LSB(L) s
Lie = (KDF(i, L;) + (1 — 2m)8)][p
L; € {0,1}*
kllp « Lite
7w = LSB(p) & LSB(L;)
k = KDF(i, L;) + (1 — 2m)d

DQ(Li+[) = Li

We then define oracles as follows.

Oa1(i, Ly): Ouaz(i+ 4, Liyy): Op(i, L;):
Li-‘rf R Dl(LZ) L; < r Dy (Li_._g) Return Hash(Ll D A)
Return Hash(L;/). Return Hash(L;).

Let O4p denote the wrapper oracle that takes (i, L;) as input and sends (¢, L;) to
Op if i € B-Labels, or to O4; if i € A-Labels and i € [¢], or to O 45 if i € A-Labels
and ¢ € [£+1,2¢]. The oracle is accessible only once for each index 7. Also, let Og
be an oracle that evaluates a random function on given inputs. We consider Hash
being correlation robust (as defined in Definition 17) with respect to relations
R4 and Rp. Hash is correlation robust if O 4p and Og are indistinguishable.

We next define distribution of label sets by an algorithm, SmplLeaves, that
samples an instance as follows. We also show an algorithm, SmplHalfLeaves, that
simulates GetlLeaf perfectly for specified half of the positions.
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SmplLeaves(P) SmplHalfLeaves(P, I)

01: ¢ < InputLen(P) 01: ¢ < InputLen(P)

02: Vi € [{] 02: [1:={iel|i<(t},I:=1I\1
03: L;+ {0,1}* 03: Vie

04: if i € B-Labels 04: L;+ {0,1}*

05: Li+g = LZ D A 05: Vi S [2

06: if i € A-Labels 06: if i — ¢ € B-Labels

07:  p+ {0,1}* 07: L; + {0, 1}

08: 7 := LSB(L;) & LSB(p) 08: if i —¢ & A-Labels

09: k:=KDF(i,L;) + (1 —2m)§  09:  p+ {0,1}*

10: Lite :=K|lp 10: Li_¢ + {0,1}*

11: Output L := (L1,..., L) 11: m = LSB(L;_¢) @ LSB(p)

12: k:=KDF(i—4¢,Li_s)+ (1 —2m)d
13: L; :=kllp
14: Output L .= (Li)ie[.

We use SmplLeaves to simulate O 4 in the left-term game of the advantage
function in Definition 17, and SmplHalfLeaves for Og in the right term. Note
that in the right-term game, only the I-indexed part of L sampled from Og is
used. Hence, SmplHalfLeaves suffices. We consider a Merkle tree algorithm that
first hashes each of the given leaves by Hash and then computes binary hash
trees towards the root. For leaf values L, let HL denote the hashed leaves. Let
MT.Com’ and MT.Proof’ be respective Merkle tree algorithms that take hashed
leaves H L as input instead of L. MT Correlation robustness games are unchanged
but now described equivalently by separately hashing the inputs and applying
MT.Com” and MT.Proof’.

Theorem 11. Merkle tree scheme MT with Hash as above is MT correlation
robust (as defined in Definition 15) with respect to correlations Ra and Rp if
Hash is correlation robust (as defined in Definition 17) with respect to Ra and
Rp.

Proof. We show that if there is an adversary, A, that distinguishes the MT
correlation robustness games with the Merkle tree, we can construct algorithm B
that distinguishes oracle O4p from Op, breaking the correlation robustness of
Hash. For P and I, algorithm B works as follows.

Reduction BY:

01: ¢ < InputLen(P) 06: Vi € I, h; = Hash(L;)
02: I := {Z€I|Z§€}7IQ Z:I\Il 07: HL := (hi)ie[Qe]

03: (L;)ier < SmplHalfLeaves(P,l)  08: h < MT.Com'(HL)
04: Vie I, hip1 + O, L) 09: 7 + MT.Proof (HL,I)
05: Vi€ Iy, hi—g + O(i, L;) 10: Output A(h,m, Licy).

By construction of B®, if O = Og, B produces HL of the right term of the MT
correlation robustness game. If, on the other hand, O = Oy, HL follows the
distribution of hashing L given from SmplLeaves. Thus, it constitutes the view in
the left term of the MT correlation robustness game. Accordingly, the advantage
of B is the same as that of A. O
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C ZKGC Framework [40]

The protocol w7k in [40] is shown in Figure 7. Let G = (Gb, Ev, Ve) be a garbling
scheme. Let L be an NP language with |w| < n = poly(|y|) and f, : {0,1}" —
{0,1} be the verification function that outputs 1 if w is a valid witness for y.
Both parties have input y and a security parameter 1*. In addition, the prover
P has input w = (wy, -+ ,wp).

. For all ¢ € [n], P sends (choose, i, w;) to Fcor;

. Fcot sends V messages (chosen, i) (for all ¢ € [n]);

. Vruns (GC, {K?, K Yicn)s Z) < Gb(1%, f,);

. For all i € [n], V sends to Fcor the input (transfer, i, K, K});

Fcor sends P messages (transferred, 4, K;) (for all ¢ € [n]);

. V sends GC to P;

. Pruns Z' «+ Ev(GC, {K;}ie[n]); In case the function Ev aborts, set Z’
to L;

8. P sends (commit, 1, Z') to Fcor, and Fcom outputs (committed, 1, Z')

to V;

9. V sends the message (open-all) to the Fcor functionality;

10. Fcot sends P, for all i € [n], the values (transfer, i, K?, K});

11. P runs Ve(GC,{K7, K}}ie[n]), if the output is not accept, P terminates

the protocol. Otherwise, if Ve outputs accept, P sends (reveal, 1) to Fcom;

NoUU A W=

12. When V receives (reveal, 1, Z') from Fcowm, V outputs accept if Z’ Z Z;

Fig. 7: ZKGC protocol in the (Fcot, Focom)-hybrid model in [40]. See [40] for
details of the functionalities.

D Proofs

D.1 Proof of Theorem 1

Proof. (Correctness.) First observe that, since LSB(z?) # LSB(z}), it holds
that LSB(k{?) = m; & x; = m; + x; — 2mx; for m; = LSB(KY). Then, for every
i € B-Labels(F'), we have:

©; = KDF (i, k™) + LSB(k™) - t;

= w) + z;0.
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For i € A-Labels, ¢; = w; + ;6 holds. By letting w® = (w?); and ¢ = (p;);, we
can write ¢ = w® + (x)d. Then, for every x satisfying §; ® x + go = y, we have

0
={01 © (G- () -0)} + {51 © (G- uw°)}
={510G(2) ) +605+ {51 0 (G-} — G0
=y©®6—Gr®6+ {51 ®(G-u’)}
=d,

and De(Ev(F,En(e,z)),d) = 1. For x that §1 ® & + g2 # y, 2 # d holds in the
same transitions as above since (1 ©@x + §2) ®6 # y ® 6. We thus conclude that
De(Ev(F,En(e,x)),d) = 0.

(Verifiable Correctness.) We construct VeC as follows.
1. Given (F,F,e,d), it first parses e into (¥, k!);. It then checks that there

exists A that A = k! @ k¥ for all i € B-Labels, and § that § = k} — k! for all
i € A-Labels. It then checks that A € {0,1}*7![|1 and 6 € R*.
2. Furthermore, it checks if (F',d) = Gba(F,e).

3. Output 1 if all the above checks pass. Output 0, otherwise.
If the checks in the first step pass, then e € Gby (1%, F) and (F,d) = Gby(F,e).

From the perfect correctness, De(Ev(F,En(e,z)),d) = F(x) holds for all z.
(Verifiability.) We construct VeE in the same way as VeC except that it drops

the check about d in the second step. We then construct ExtE as follows.

1. Given F, F,e, 1 as input, parse e into (k9 k).

2. For every i € B-Labels, compute m; := LSB(k?), K, := KDF(i,k?), D, :=
KDF (i, k}), and w) := (1 — m;) - K; + m; - (D, — 0).

3. For every i € A-Labels, set w? := k?.

4. Set 0 := ki — kY with arbitrary i € A-Labels.

5. Output d = (1 © (G- ")) + ((y = §2) @ 9).

For (F,]ie) that VeE outputs 1, there exists § € R* that § = k} — k? for all
i € A-Labels. Observe that ExtE computes w? and d in the same way as Gbs does.
Thus, due to the correctness, Ev(ﬁ’, k*) = ExtE(F, e, 1) holds for all x satisfying
F(z)=1.

(Privacy.) We construct a separable privacy simulator (S1,82) as illustrated
below.

Sl(lA,F)Z Sg(F,l,i‘):
For ¢ € B-Labels (k)i « &,
k; + {0,1}* For i € B-Labels
For i € A-Labels ti < R*
k; <R w; := KDF(i, k;) + LSB(k;) - t;
Output Z := (k;);. For i € A-Labels
pi = k;

e 516 (G- ¢)
Output T = (t;);c[q) and d.
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We begin with the privacy game with the simulator §; and S5 as shown in
Definition 8. It is the starting point, Hy, of the hybrid we make. Let P; denote
the probability that the adversary outputs 1 in game H;. Note that the adversary
is restricted to output x satisfying F'(z) = 1.

In Hy, we replace # < S;(1*, F) with e + Gb;(1*, F) and & < Ev(e,z).
Since % distributes uniformly over the appropriate domain in both Hy and Hy,
we have Py = P;.

In H,, we generate t; as follows:

;== LSB(k;), K; := KDF(i, k;), D; « R*
else

m=1— LSB(]GZ), K; + R*, D; = KDF(Z,]CL)
t; = (1—2m)(K; — D; +6)

Since either K; or D; is uniformly random, ¢; remains uniform over R. Thus,
P =P;.

In Hj3, we replace uniform selections from R with oracle calls to Oa. The
difference, P3 — P», is bound by the correlation robustness of KDF. It is noted
that A defined by O differs from the one defined by e. It, however, does not
interfere with the reduction since kfl defined by e is independent of the view of
the adversary, and so is A.

In Hy, parse & as & = (k]'");, and set m;, K;, and D; as

m; := LSB(kY), K, := KDF(i, k), D, := KDF(i, k}).

This change replaces A defined by oracle O o with the one defined by e. Since
both distribute uniformly, the view of the adversary is unchanged. Thus Py = Ps.
In Hs, we change ¢; and the way d is computed as follows:

For 7 € B-Labels
wd:=(1-m) K, +m-(D; —96)
For i € A-Labels
wY = kO

d:= (510 (G-w’)) + ((y — §2) ®9)

As shown in the proof of correctness, this change yields the same d when x
satisfies F'(z) = 1 (it is indeed the case we consider). Hence, Ps = P;.
In Hg, we replace (E', d) < Sy(F,1,#) with (F', d) < Gby(F, e). Since modified
S5 is the same as Gby, their output (F ,d) distributes identically. Hence, Ps = Ps.
Now, Hg is the same as the privacy game with the real garbling scheme. By
accumulating the above bounds, we conclude that the garbling scheme is private
with respect to z satisfying F'(x) = 1 if KDF is correlation robust.

(Soundness and Output Indistinguishability.) Recall the soundness game defined
in Definition 5 where (F',e,d) < Gb(1*, F) is run and adversary A is given F
and & := En(e, z) for x satisfying F(x) = 0. Call it game H, and let Py denote
the probability that A outputs d. Let e parse into (k?, k});.

17"
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In H;, we modify Gby by replacing KDF(i, k; ~*) for each i € B-Labels with
randomly and independently chosen values in R. A does not notice the change
due to the correlation robustness of KDF. Namely, P, — P, is bound by the
advantage in the correlation robustness of KDF.

Observe that, in Hy, t; for every i € B-Labels distributes uniformly due to the
randomness used in place of KDF(i, k; ~**). Also, # distributes uniformly over its
appropriate domain. Hence, the view of A is independent of §.

For w? in Gby, let w} = w? + §. Observe that, for x* satisfying f(z*) =y,

d=(51©(G-w’)) + ((y — §2) ©9)
= (010 (G-w”) + (51 © (G- (z*) - 0))
=910 (G- (w’ + (z*) - 9))
=50 (G- w)

where w” = (wf)z

Given # = w® + (z)d for any = of f(z) # y, the adversary sees §; ® (G- 2) =
§10(Gw?)+310(G(2)-0) = 1O(G-w)+(y—G2) ©0+01 O (G- (2)0) —(y—§2) © =
(d) + (f(z) —y) ® §. Observe that, for # and any J, there exists w® that satisfies
# = w"+ (z) - . Therefore, for d = §1 © (G- 2) — (f(x) —y) ®J, we can think that
the first term, §; © (G2), is fixed, independent of §. Also observe that operation
© is injective for f(x) —y # 0. Thus, d follows the distribution of 4, and event
d’ = d happens only with probability 1/|R*| over the choice of §. Accordingly,
it is sound with soundness error 1/|R*|. As it is shown that d is independent
of the view of the adversary, it is indistinguishable from one uniformly sampled
from D = {d|d:= (1 ® (G- w°)) + ((y — §2) ®§),d € R*}. Thus, the scheme is
output indistinguishable for z satisfying F(z) = 0. O

D.2 Proof of Theorem 3

Proof. As Gby and En are assumed to be common for B and A, the correctness and
soundness of U are directly reduced from the respective properties of B and A. For
verifiability, U.VeE and U.ExtE are obtained simply by executing corresponding
algorithms of B and A in parallel as below. Proof is done by straightforward
reduction from the verifiability of B and A.

U.VeE(P, P, ¢): U.ExtE(P,e,1) :
(C,F) « P (C,F) « P

bg < B.VeE(C,C,e) g + B.ExtE(C,e, 1)
ba < AVeE(F, Fe) Zp — AExtE(F, e, 1)
Output b := bg A ba. Output 2 := (g, 2a).

D.3 Proof of Theorem 4

Proof. (Correctness) Let I" be the access structure implied by Fp. For every z €
{0,1}%, let T := {i| Pi(x)}. Due to correctness of P;, P;.Ev(P;, En(e,z)) = d; for
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all i € T'. Let t] := SE.Deckpr,(4,)(ci). Due to correctness of SE, t; = t; for i € T
For T e I, SS.Rec(PO,t;E[T]) = d holds and, for T ¢ I', SS.Rec(PO,t;E[T]) #d
holds due to the correctness of SS.

(Soundness) Starting from the soundness game as in Definition 5, we construct a
hybrid of games changing how Pis prepared.

Hp: The soundness game where, for legitimately generated (]5, e,d) and some
fixed x that P(z) = 0, A is given Pand @ = M.En(e, z) as input. It then outputs
d. Let pro be the probability that d = d happens. In the following, pr; denotes
the probability that d = d happens in H;. Let T := {i| P;(z)}.

Hi: For each i ¢ T, replace d; with a random value sampled from decoding key
domain D; for z. This change is bound by the output indistinguishability of P;.
Thus, the difference from pry to pry is negligible.

Ho: For each i ¢ T, replace KDF;(d;) with a random value over key space {0, 1}*
of SE. This change is bound by the indistinguishability of KDF;. Thus, the
difference from pri to pro is negligible.
Hs: For each i ¢ T, replace t; with a random value of the same length. This
change is bound by the CPA security of SE. Thus, the difference from pro to prs
is negligible.

We then claim that in Hs, the probability of the adversary correctly guessing
d is bound by the security of SS. Accumulating all the above bounds, we conclude
that A in the original soundness game outputs d only with negligible probability.

(Verifiability) We construct M.VeE and M.ExtE as follows.

M.VeE(P, P, e): M.ExtE(P, e, 1):

(Pisci)iepn) « P, (Pi,ci)iepn) « P,

(Po; Pigpn)) « P, Vi€ [n],

Vi€ [n] A d; < P,.ExtE(P; e, 1)
bi < PzVeE(RA, ]31;, 6) L‘,’ < SE-DeCKDFi(di)(Ci)-
d; + Pi.EXtE(F)i, e, 1) d <+ SS.RGC(PO7 tze[n])

t; < SE-DeCKDFi(di)(Ci) Output d.

b(] «— SS.Ve(P07 t’LE[n])
Output Al yb;.

We first argue that M.VeE outputs 1 for honestly generated (P, e). Every
P;.VeE(P;, P;, e) returns b; = 1 for e < Gby (1%, P;) and (P, d;) < P;.Gby(P;, e),
and Pi.ExtE(pi, e, 1) outputs d; = d; if P; is satisfiable. Then, d; decrypts correctly
formed ciphertext ¢; and recovers share t;. As the shares are correctly made
through SS.Share, SS.Ve(Py, t;c[n]) returns by = 1. As each step works except for
negligible probability, M.VeE outputs 1 except for negligible probability as well.

We then show that if M.VeE outputs 1, then M.ExtE outputs d that decodes
to 1. Observe that if M.VeE accepts (P,P, e), then, due to the verifiability of
SS, there exists unique d that (]5, e,d) € M.Gb(1*, P). For such P and e, every
P;.ExtE in M.ExtE recovers correct d;, which in turn recovers share ¢; that passes
SS.Ve. Then SS.Rec on the shares recovers d, which is the encoding of output
1. O
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D.4 Proof of Theorem 5

Proof. Since correctness can be verified by inspection, we focus on zero-knowledge
and soundness. We first construct a special honest verifier zero-knowledge sim-
ulator, Szk, using privacy simulator Sg and hiding simulator Ss as defined in
Definition 8 and Definition 20, respectively as follows.

SZK(CH)I

01: s« {0,111 08: Vi € CH

02: RT := (s, M) 09: (P, #,d) + Se(1*, P, 1)

03: (si)iem) < N.Expand(RT) 10:  (hi,01) < Ss(@)

04: ST < N.SubTrees(RT,[M]\ CH) 11: H « HaSh((phdi,hi)ie[M])

05: Vi € [M] \CH 12: Output H, ST, (ﬁl,dl ji,Ji)iECH.

06: (ei, ]’Ll) < S.Come1(1)‘; Si)
07: (P»L,dl) — G.GbQ(P7 ei)

We then argue that the output from Szk is indistinguishable from the real
one. As usual, we follow the hybrid argument. Let Hy be the process where Szk
is executed and transcript (H, ST, (I:’l, di, %;,04)iccn) is produced. We consider
how the output distribution changes as we modify Szk.

In Hy, we replace simulator Sg in line 09 with the real process

09-1: e; + G.Gby (1%, P; s!)
09-2: T + S.CompEn(P, s, x)

» 9

09-3: (pz,dz) — GGbQ(P, 81‘)

using the real witness x and uniformly random s;. This change is negligible, i.e.,
the output distribution in Hy and H; are indistinguishable due to the privacy of
G for z satisfying P(x) = 1.

In Hs, we remove simulator Ss in line 10, and replace G.Gb; and S.CompEn
in 09-1 and 09-2 as follows:

09-1: (e;, h;) < S.ComGby (1%, P; s")
09-2: (Z,0;)  S.ProvEn(P, s, x)

9 9¢)

This change is negligible due to the hiding property of S.

In Hs, we replace all s} in line 09-1 with s; generated by N.Expand in line
03. This change is negligible due to the pseudo-randomness of N.

By rearranging the lines appropriately, we observe that the modified simulator
in H3 does precisely the same as the real prover algorithm. It completes the proof
of special honest verifier zero-knowledge.

Next, we show that the protocol is special sound for the extended statement.
Suppose that two accepting transcripts having the same initial message H with
different challenges are given. Observe that there exists at least one session,
1", that ¢* is in the first challenge but not in the second one. Namely, s;- and
(]Si*,di*,:%i* ,0;+) are obtained from the transcripts.

We construct extractor E that, given the transcripts, either outputs witness
x satisfying P(z) = 1, or a collision for Hash, or (s, %, o) breaking binding of S,
or an evidence that G is not verifiably correct. £ works as follows.
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1. It verifies the transcripts as the verifier does in Figure 1. If (If’“ di, hi)iep
obtained from the transcripts differ, output them and halt. The output forms
a collision of Hash since both satisfies H = Hash((P;, d, hi)ie[ar)) for the same
first message H.

2. Compute x; < S.CompEn™ (P, s;+, %+ ). If - = L, output (s, &+, 0:+)
and halt. The output breaks the binding of S since h;+ < S.VerCom(Z;«, o+ )
holds for (e;«, hi<) = S.ComGby (1%, P; s;+).

3. If P(z+) = 0, output (P, P;, e+, d;-) and halt. Observe that 1 = G.VeC(P, P;-,
e, di-) and 1 = G.De(G.Ev(P;-, ;+), d;s+) holds. Also observe that, in the pre-
vious step, S.CompEn~! computes z;- by x; G.Enfl(eﬁci*). Accordingly,
P(z;+) = 0 implies G.De(G.Ev(P;+, G.En(e, ;- ), d;+ ) # P(x;-), breaking the
verifiable correctness of G.

4. Output z;+. This satisfies P(z;<) = 1.

It is obvious that above extractor E works in polynomial time. This completes
the proof of special soundness for the extended statement. a

D.5 Proof of Theorem 6

Proof. The correctness hold trivially from the correctness of B and A as Gb; and
En are common in B and A.

For verifiable correctness and privacy, we construct the verification algorithm,
VeC, and the privacy simulator S as follows:

U.VeC(P, P, e, d): U.S(1Y, P, 1):

(C,F)« P # < B.SI(1M,0)

(dg,dp) « d (C,dg) < B.Sy(C,1,%)

bg + B.VeC(C,C, e, dg) (F,dp) < A.Sy(F,1,%)

ba < ANVeC(F, F,e,dp) Output P := (C, F), &, d := (dg, dp).

Output (bg A ba).

From the construction of U.VeC, verifiable correctness is directly obtained by
that of B and A.

For proving privacy, we follow the hybrid argument starting from the privacy
game with the above simulator. Let Hy denote the game and Py be the probability
that the adversary outputs 1.

In Hy, we replace B.S; and B.S, with e + B.Gby (1%, C), & < B.Ev(e, z), and
(C’, dg) < B.Gby(C, e). The difference, Py — Py, is bound by the privacy of B.

In H,, we replace A.So with (F7 da) < A.Gby(F,e). The difference, P, — Py,
is bound by the privacy of A.

Game Hs is the same as the privacy game with the real garbling scheme.
Accordingly, by observing that the above differences are all negligible if B and
A are private with respect to z satisfying C(x) =1 and F(x) = 1, we conclude
that U is private with respect to = respecting the same restriction. a
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D.6 Proof of Theorem 7

Proof. (Correctness) From the correctness of A and B, and their out-in-compatibility,
we have:

U.De(U.Ev(P, U.En(e, z)), d)

= A.De(A.Ev(F,B.Ev(C,B.En(e, z))), d)
= A.De(A.Ev(F', A.En(dg, C())),d)

= Fo(C(x)

(Verifiable Correctness) We construct U.VeC as follows.

U.VeC(1*, P, P, e, d):
(C,F) « P, (C,F)« P
bg «+ B.VeD(C,C, e)
dg + B.ExtD(C, e)
ba < ANVeC(F, F,dg, d)
Output (bg A ba)?

We first show that U.VeC returns 1 for honestly generated inputs. Let (é, e,dg, I, d)
be those observed in running U.Gb. Suppose that U.VeC is run on input (C, F, C,F,
e,d). Due to the decode key extractability of B, B.VeD returns 1 and B.ExtD out-
puts dg except for a negligible probability. Then, due to the verifiable correctness
of A, A.VeC(F, F,dg, d) outputs 1. Thus, U.VeC returns 1 for honestly generated
inputs.

Next we argue that, whenever U.VeC returns 1, U.De(U.Ev(P, U.En(e, z)),d) =
P(z) holds for all z. Suppose that, for given C, C’, and e, U.VeC returns 1 and
B.ExtD outputs dg. Then, due to the decode key extractability of B, it holds that
C(z) = B.De(B.Ev(C,B.En(e, z)),dg) for any z. Consider U.Ev(P,U.En(e,z)).
From the construction of U.Ev and U.En, it is equivalent to A.Ev(F, B.Ev(C, B.En(e,
x))). As we assume the decoding of B and encoding of A are compatible, it holds
that A.En(dg,B.De(g,dg)) = § for any . Thus, we have

U.Ev(P,U.En(e, z))

= A.Ev(F,B.Ev(C,B.En(e, )))

= A.Ev(F,A.En(dg, B.De(B.Ev(C, B.En(e, z)),dg)))
= A.Ev(F,A.En(dg, C(z))

Finally, from the verifiable correctness of A, we have

U.De(U.Ev(P, U.En(e, z)),d)
= A.De(A.Ev(F, A.En(dg, C()),d)
=FoCl(x)
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as expected. Thus, U is verifiably correct.

(Privacy) Using obliviousness simulator B.S and separable privacy simulator
A.S,, we construct a privacy simulator U.S as follows.

U.s(1*, P,1):
(C,F) « P
(C, &) + B.S(1*,
§ + B.Ev(C, &)
<F®FA&( )
Output P := (C’,F)7 2, and d.

Hy: the privacy game with the above simulator.

H;: Replace B.S with (C, e, dg) < B.Gb(1*,C) and # < B.En(e,z). P, — Py
is bound by the obliviousness of B.

Hs: Replace A.S2(F, 1,9) with A.Gbs(F,dg). P> — Py is bound by the privacy
of A.

Aggregating the above transitions, we can conclude that U is private if B
is oblivious and A is private. Since the privacy of A holds only for y satisfying
F(y) =1, U preserves privacy only for x satisfying P(xz) = F(C(z)) = 1. O

D.7 Proof of Lemma 2

Proof. Recall that for any monotone function f, z < y implies f(x) < f(y).?
From the rightmost clause of S/, we have R;(z;) = 1 if s; = 1, which means
s; < R;(x;) holds for every i. Therefore, C(s1,...,8¢) < C(Ry(21),...,Re(xp))
holds. Since S’ is satisfied, C(s1,...,s¢) = 1. Thus, C(Ry(x1), ..., Re(zs)) =1,
and S is satisfied as well. ad

D.8 Proof of Theorem 8

Proof. Completeness is verified by inspection. It is knowledge sound as argued as
follows. From I, “switches” sq,...,s, that open commitments cq,...,c, and
satisfies C(s1,...,8,) =1 are extracted. From each IIg,ys,, either valid witness
x; for R;, or s; = 0 is extracted. For those indices i that s, = 0, s; = s} holds
if com; is binding. For every index i that s; = 1, we’ve got x; that R;(z;) = 1.
For every index i that s; = 0, set x; an arbitrary value. Such z1,...,2, and
$1,...,5¢ obviously fulfills S’. For zero-knowledge, we build a simulator that
sets s, =0 for all ¢ and executes Ilg,ys, honestly using the right-hand side of
the disjunction. Then, given commitments ¢; for all ¢ € [n], the simulator runs
zero-knowledge simulator of II¢. One can then apply a hybrid argument to prove
that the view created by this simulator is indistinguishable from the real one
due to zero-knowledge of Il and witness indistinguishability of IIg,vs, and the
hiding property of the commitment schemes.

3 For z,y € {0,1}%, < is a partial ordering. We write & < y if and only if z; < y; for
every i € [{].
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