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Abstract. Zero-knowledge proofs (ZKPs) are cryptographic protocols that enable
one party to prove the validity of a statement without revealing the underlying
data. Such proofs have applications in privacy-preserving technologies and verifiable
computations. However, slow proof generation poses a significant challenge in the
wide-scale adoption of ZKP. Orion is a recent ZKP scheme with linear prover time.
It leverages coding theory, expander graphs, and Merkle hash trees to improve
computational efficiency. However, the polynomial commitment phase in Orion is yet
a primary performance bottleneck due to the memory-intensive nature of expander
graph-based encoding and the data-heavy hashing required for Merkle Tree generation.
This work introduces several algorithmic and hardware-level optimizations aimed
at accelerating Orion’s commitment phase. We replace the recursive encoding con-
struction with an iterative approach and propose novel expander graph strategies
optimized for hardware to enable more parallelism and reduce off-chip memory access.
Additionally, we implement an on-the-fly expander graph generation technique, re-
ducing memory usage by gigabytes. Further optimizations in Merkle Tree generation
reduce the cost of SHA3 hashing, resulting in significant speedups of the polynomial
commitment phase. Our FPGA implementation heavily optimizes access to the
off-chip high-bandwidth memory (HBM) utilizing memory-efficient computational
strategies. The accelerator demonstrates speedups of up to 381× for linear encoding
and up to 2,390× for the hashing operations over a software implementation on a
high-end CPU. In the context of real-world applications, such as zero-knowledge
proof-of-training of deep neural networks (DNNs), our techniques show up to 241×
speed up for the polynomial commitment.
Keywords: Zero-Knowledge Proof · Orion · Accelerate Commitment · Scalable
Architecture · Hardware Accelerator

1 Introduction
Zero-knowledge proofs (ZKP) enable one party, known as the prover, to demonstrate to
another party, known as the verifier, that a given statement is true without revealing any
information about why the statement is true or any private data that was used to prove it.
As an illustration, the prover can convince the verifier that it knows a private witness w for
a public input x such that C(x, w) = 0 is satisfied for a circuit C, all without revealing any
information about w. The concept of ZKP systems was first introduced by Goldwasser,
Micali, and Rackoff in the 1980s in their seminal paper [GMR85].

ZKPs have seen growing use in recent years, with their real-life applications expected
to expand further. One notable application area is verifiable computation, where a
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client delegates computation to a powerful but untrusted server. Subsequently, the client
can easily verify (without re-doing the computation) whether the server executed the
computation correctly or not. Concrete realizations of verifiable machine learning using
ZKP are presented in [LXZ21, WYX+21]. ZKPs are extensively used in blockchains
and cryptocurrencies to achieve anonymity and privacy [BSCG+14]. Cryptocurrency
transactions can be fully encrypted on the blockchain, yet their legitimacy can still be
verified using ZKP [Fou, Pro]. Other application areas include online auction [GY18],
verifiable database query [LWX+23], and classical authentication systems. Recently
proposed zero-knowledge proof of training framework (zkPoT) [APPK24] enables a prover
to prove the correct training of a DNN on a committed dataset without disclosing any
details about the model or dataset. The prover trains the model iteratively, committing
to the model parameters and providing a zkPoT at each step. The framework uses the
Orion [XZS22] ZKP scheme, known for its fast linear-time commitment and proof. Besides,
Orion’s cryptographic security is based on the preimage resistance of a cryptographic hash
function. Orion’s fast prover and post-quantum security sets it apart from commonly used
proof systems [KZG10, Gro16, WTS+18, BBB+18, Lee21] which are based on pairings or
discrete logarithm assumptions.

Motivation for hardware acceleration of Orion [XZS22]: Several works in the
literature have accelerated pairing and discrete logarithm-based proof systems. How-
ever, hardware acceleration Orion (which was proposed in 2022) using FPGAs has not
gained attention. Although Orion has a linear time complexity, its software implemen-
tation [XZS22] is slow. Furthermore, when Orion is used as an inner proof system in
the recent zkPoT [APPK24] framework of DNN, committing to the dynamic polynomials
(dependent on training data and parameters) is the most time-consuming component. A
detailed timing analysis in Subsection 3.3 of the software shows that the most computa-
tionally intensive part of Orion is the polynomial commitment phase, where large expander
graphs are used in the encoding of a linear error-correcting code. This phase involves
recursive encoding operations, which are challenging to implement efficiently in hardware
due to their high memory and computational demands. Furthermore, the reliance on
large expander graphs for encoding introduces significant memory constraints. In typical
implementations, these graphs require considerable storage and memory bandwidth, which
poses challenges for systems with limited resources. Another critical challenge is the
generation of Merkle Trees for efficient proof commitments. Constructing these trees
quickly while maintaining integrity and privacy guarantees adds further complexity to the
proof generation process.

Given the performance bottlenecks in the commitment phase of Orion, there is a strong
need to explore optimization strategies that can accelerate parts of the proof generation.
This paper addresses two primary sub-operations of the commitment phase for optimization:
(1) improving the efficiency of expander graph construction and usage in the encoding
phase, and (2) optimizing the generation of Merkle Trees for secure commitment schemes.
By focusing on these two core aspects, we aim to significantly reduce the computational
overhead associated with Orion’s commitment phase, thereby enhancing its scalability and
practicality for real-world applications.

1.1 Contributions
We present a series of optimizations and design strategies aimed at improving the algorithm
complexity and also the hardware friendlessness of Orion. Our contributions include:

– Hardware-friendly Construction of Expander Graphs: We propose an iterative
approach to encoding that is more suitable for hardware platforms compared to
traditional recursive methods. Moreover, we present novel and hardware-friendly
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expander graph evaluation strategies. These measures reduce the memory footprint
and allow for parallel processing, resulting in significant performance improvements.

– Memory-efficient On-the-Fly Graph Generation: To overcome the memory
limitations associated with expander graphs, we introduce a method for dynamically
generating graphs during the encoding process. This minimizes memory usage from
several gigabytes to only a few 64-bit seeds therefore enabling more efficient use of
limited hardware resources.

– Efficient Merkle Tree Generation: We develop an optimized method for con-
structing Merkle Trees, reducing the computational overhead in the commitment
phase. We enhance the overall efficiency of the commitment phase by focusing on
parallel hash computations and interleaving it with the tree construction time,

– Scalable Architecture for Accelerated Commitment: We propose a scalable
architecture for a efficient commitment phase that integrates our optimizations for
expander graphs and Merkle Trees, which leads to a two orders of magnitude speedup
in performance compared to existing software-based implementations.

Organization: The remainder of the paper is structured as follows: In Section 2, we
provide an overview of the necessary background, including graph theory, expander graphs,
coding theory, and Merkle Tree commitments. In Section 3, we provide a comprehensive
study of proof system, functional commitments, and the Orion scheme. Section 4 delves
into the specific challenges and proposed solutions for efficient expander graph construction.
In Section 5, we discuss the challenges associated with Merkle Tree generation and our
optimized hardware-friendly approach. Section 6 presents our results, comparing our
optimized hardware implementation to existing baselines, and Section 7 concludes the
paper with a discussion on future work.

2 Background and Motivation
This section offers the essential background required to understand the contributions of
this paper. To ensure the paper is self-contained, the background section is relatively
extensive. For a more detailed explanation of Orion, including proofs and protocols, refer
to the original Orion paper [XZS22].

2.1 Notation and Acronyms
Natural numbers and field elements are denoted using lowercase letters, e.g., d. Vectors
are represented by v⃗, while matrices are indicated by bold capital letters, such as M.
The element from the i-th row and j-th column is M[i, j], and the i-th column vector is
M[:, i]. To denote the size of a set S, we use the notation |S|. The implementation of
Orion uses an extension field Fp2 , e.g., GF ((261 − 1)2) in the software developed by the
authors [XZS22]. The elements of this extension field can be represented as a degree-1
polynomial a + bz where a and b are from the base field Fp. It is not always necessary to
use an extension field if the base field is sufficiently large. We use poly(x) to refer to a
function upper-bounded by a polynomial in variable x with a constant degree. negl(x) is
to refer to a negligible function, i.e., negl(N) ≤ 1

poly(N) for sufficiently large N .

2.2 Graphs and Expanders
Graphs in discrete mathematics are networks of points. Formally, a graph is a set of vertices
and edges, where each edge is an unordered pair of vertices representing a connection. We
denote this as G = (V, E) with V as the vertex set and E as the edge set. Both sets are
usually finite, though not necessarily always [Big02]. The degree of a vertex is the number
of edges connected to it [Hei03].
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Figure 1: Unbalanced bipartite expanders.

2.2.1 Expander graphs

In an expander graph, any small subset of vertices has a large proportion of its vertices
connected to vertices outside the subset [SS94], i.e., the subset ‘expands’ to neighbours.
Formally, a graph G = (V, E) satisfies the expansion property if, for some constants δ > 0
and m > 0, we have:

∀S ⊂ V, |S| ≤ m⇒ |{y ∈ V \ S : ∃x ∈ S such that (x, y) ∈ E}| ≥ δ|S| (1)

This means that for any subset S of at most m vertices, the number of distinct vertices
outside S that are connected to at least one vertex in S is at least a δ-fraction of the size
of S [Spi96]. Thus, the number of neighbouring vertices grows proportionally with the size
of the subset.

Bipartite expanders: The Orion proof system uses expander graphs that are also
bipartite. In a bipartite graph, the set of vertices can be divided into two disjoint sets
L and R such that there are no edges within L nor R. Thus, a vertex in L can only be
connected to vertices in R and vice versa. We call L the left vertex set and R the right
vertex set. We call such a bipartite graph G = (L, R, E) as (c, d)-regular if all vertices in
L have the degree c and all vertices in R have the degree d. In addition, we define the
expansion parameter α such that |R| = α|L|.

Given parameters ε, δ with 0 ≤ ε < 1 and δ > 0, a (c, d)-regular graph is a (c, d, ε, δ)-
expander if it upholds the expansion property mentioned in Equation 1 for an ε-fraction
of the larger vertex set L or R. In Orion, we have |L| > |R|, thus we substitute V by
L in Equation 1 and set m = ε|L|. The expansion property now tells us that for every
subset of left vertices, there must be outgoing connections to R depending on δ. Figure 1
illustrates such an expander. It connects a left vertex set of {l1, . . . , lk} to a right-vertex
set {r1, . . . , rn} with dense connections. In the second subfigure, an example is given with
the expansion of vertices {l2, l3} highlighted with c = 2 and d = 3.

2.2.2 Random expanders

Constructing expander graphs is typically challenging. However, using a random con-
struction, where edges are randomly placed between vertices, can yield good results with
relatively low complexity [Spi96]. Thus, using randomized edges is a convenient way to
construct a bipartite (c, d)-regular expander. Let L be the left vertex set and R be the right.
Then, we can construct the edge set as follows. Set El = {(l, r) : r random vertex ∈ R}
with |El| = c for each vertex l ∈ L. That is, for vertex l of L find c random vertices in R
to connect to. Then E =

⋃
l∈L El the union of all random edge-sets allows to construct
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Figure 2: Illustration of the recursion of Spielman codes

G = (L ∪ R, E). With high probability, the chosen edges result in d neighbours for all
vertices in R [Spi96].

It is often desirable to prove that a particular graph G is a good expander. An efficient
test for a good expander is provided in [XZS22]. They prove that a random construction
as described above gives a good expander with probability 1−O

(
1

poly(k)

)
, where k = |L|.

They define the Very Small Set Expansion problem distinguishing two cases [XZS22]:

1. Non-expanding: ∃S ⊂ L with |S| ≤ log log k and Equation 1 does not hold for S.
2. Expanding: ∀S ⊂ L with |S| ≤ log log k, Equation 1 holds.

To test for the non-expanding case, the authors introduce an algorithm given in
Algorithm 2. If this algorithm outputs NotFound, then with overwhelming probability, the
graph is a (c, d, ε, δ)-expander.

2.3 The Spielman Linear Code
The goal of an error-correcting code is to detect and correct errors, e.g., transmission errors
due to the unreliability of networks [HP10]. A code is defined over an alphabet, commonly
consisting of binary digits. A message with length k is encoded into a codeword, which is
represented using exactly n digits of the alphabet. Of the n digits, k digits are associated
with the information, while the remaining m = n− k digits are used for error detection
and correction. Such a code is referred to as an (n, k) code. The rate of the code is 1

r
with r = k/n, which is the ratio of digits used by the code against the minimum number of
digits necessary to contain the same information.

Linear codes are the most studied form of error-correcting codes. Their characteristic
is that any linear combination of codewords is again a valid codeword [RL09]. The work
in [Spi96] proposes the Spielman code, a linear error-reduction code with a linear-time
encoding using expander graphs. Orion [XZS22] uses this linear-time encoding to achieve a
linear-time polynomial commitment scheme. We hence explain the generalization of linear
Spielman codes as used in Orion, which works over finite fields.
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Figure 3: Merkle tree example with l = 2, hash values for opening m3 marked in red

The construction of a linear Spielman code, denoted as EC , for a message x uses a
recursive encoding, as shown in Figure 2. The recursion step or level is indicated using
superscript. At every level, two types of expander graphs G1 and G2 are used. In the first
step, the k-field element-wide message x is encoded by the expander G

(1)
1 = (L(1)

1 , R
(1)
1 , E

(1)
1 )

with |L(1)
1 | = k and |R(1)

1 | = α1k, 0 < α1 < 1. This encoding results in m1 with α1k
elements. Then, this procedure is applied recursively to encode m1, as shown in Figure 2.
As soon as the recursion computes the codeword for m1 and returns to level-1, a different
expander G

(1)
2 = (L(1)

2 , R
(1)
2 , E

(1)
2 ) is applied to the codeword of m1 which results in the final

c1 component of the codeword of x. For G
(1)
2 we have |R(1)

2 | = α2|L(1)
2 | with 0 < α2 < 1.

The final Spielman codeword of x is the concatenation of x, the codeword of m1, and c1,
as shown at the top (level 1) of Figure 2.

All expanders G
(i)
1 and G

(i)
2 for recursion i use the constant parameter α1 and α2,

respectively. Since α1 < 1, the encodings mi shrink in their size during the recursions,
and at some point mi will have less than n0 elements left, where n0 is a scheme-specific
threshold for returning the recursion. Once this threshold is reached, no further recursion
occurs, and the codeword is formed by appending the input message with the result of
G

(1)
2 , as in Figure 2. The expanders used in Orion can be randomly generated as discussed

in Section 2.2.2.
The actual evaluation of an expander graph G = (L, R, E) with |L| = k and |R| = αk

over a k-element wide message can be expressed as matrix-vector multiplication. For that,
the k × αk adjacency matrix A of the graph G is used. This matrix has A[i][j] = 0 if
there is no edge connecting node i in L and node j in R. Conversely, if A[i][j] = ωi,j ̸= 0,
there is such an edge, and a random weight ωi,j is assigned to the edge. Based on that,
the graph evaluation result m and the message x are interpreted as row vectors m⃗ and x⃗,
whereby m⃗ = x⃗A.

2.4 Merkle Trees
A Merkle Tree is a binary tree, used to commit to a vector of 2l messages [Gol01] efficiently
using a single hash value h at the root of the tree. The 2l leaf nodes store the cryptographic
hashes of the 2l messages. Each non-leaf node stores the hash of its two children nodes.
The root of the tree, h, serves as the final commitment, known as the Merkle commitment.

To prove the inclusion of any individual message mi in the committed message vector,
a Merkle proof πi is generated. This proof consists of l hash values in a path to the root:
starting from the leaf hash(mi) and the sibling node’s hash at each level of the tree, all
the way up to the root. A verifier combines these sibling hashes to re-compute the root
hash and accepts πi if and only if the re-computed root hash is h. The proof generation
does not reveal any other messages mj∀j ̸= i.

Figure 3 shows a representation of the Merkle Tree for a vector of four messages
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[m1, . . . , m4]. To prove that m3 is part of the committed vector, the prover provides the
verifier with the siblings that appear in the path to the root, i.e., π3 = {h2,4, h1,1}. The
verifier re-computes h2,3 from m3, then h1,2 from h2,3 and h2,4, and finally the root-hash
from h1,1 and h1,2. If the prover tries to cheat by claiming that a different m′

3 is present
in the committed vector, then the recomputed hash will not match with the commitment
h with very high cryptographic probability. This proof size is logarithmic in the number
of elements in the committed vector. Such logarithmic efficiency is particularly important
for cryptographic proof systems.

3 Proof system
Proof systems are protocols that allow a prover to convince a verifier of the correctness of
a statement. These proofs do not need to reveal any private information unless required
by the protocol. For example, the prover can demonstrate knowledge of a private witness
w for a public input x such that a circuit C(x, w) = 0 holds, without disclosing w. With
this hiding feature, the proof system is called ‘zero-knowledge’.

Proof systems are commonly used to ensure the correctness of computations outsourced
to untrusted entities. The verifier can verify the proof using a small amount of computation,
hence efficiently, without performing the outsourced computation themselves. There are
several important performance metrics for proof systems, such as the proof generation
time, proof size, and proof verification time. Usually, proof systems are optimized for
succinct proofs and low verification costs. Having a low proof generation time is a plus
and desired in applications that require scalability.

Modern succinct non-interactive proof systems are built by combining a functional
commitment scheme with an interactive oracle proof (IOP) to form a succinct interactive
argument, then applying the Fiat-Shamir transform [FS86] to make it non-interactive. In
the following part, we describe functional commitment with a focus on the specific type
‘polynomial commitment’.

3.1 Functional commitment (with a focus on polynomial commitment)
A functional commitment scheme is a commitment scheme that enables a party to commit
to a function (computation procedure) they intend to evaluate. A prover can prove
statements about the committed function, e.g., the evaluation of the function at a given
point is correct. Functional commitment schemes have binding and optionally hiding
properties. The biding property ensures that the committer cannot change the function or
the input to the function so that the commitment remains unaffected. The hiding property,
which is required for zero-knowledge succinct non-interactive argument of knowledge or
SNARK construction, ensures that no information about the function or the inputs to
the function is revealed. A functional commitment scheme is a cryptographic protocol
with an underlying cryptographic assumption, e.g., discrete logarithm assumption, pairing
assumption, cryptographic hash assumption, etc.

The Merkle Tree presented in the previous subsection is a vector commitment scheme
to prove membership in a committed vector. While vector commitments like Merkle Trees
are useful for committing to a static set of values and proving membership, they lack
the flexibility, efficiency, and built-in polynomial structure needed for polynomial-related
operations. Polynomial commitments [KZG10] are functional commitments, specifically
designed to address these limitations by enabling succinct proofs of evaluations, degree
checks, and functional properties of polynomials, making them essential in many cryp-
tographic applications. With a polynomial commitment scheme, a prover can commit
to a polynomial, for example, ϕ(x) ∈ F[x] of degree t with coefficients from the field
F. Simply committing to each coefficient (ϕ0∥ . . . ∥ϕt) of the polynomial is ineffective as
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verifying the commitment would require revealing the entire polynomial. Furthermore,
many cryptographic applications require that only evaluations of ϕ(x) at specific x are
revealed without revealing the entire polynomial. Polynomial commitments play a crucial
role in modern proof systems e.g., SNARKs.

A polynomial commitment scheme [KZG10] consists of four main steps. First, the
‘Setup Phase’ involves the generation of public parameters using the Setup algorithm
for a given function family, say F . In the second step, the ‘Commitment Phase’, the
prover P uses the Commit algorithm and the public parameters to generate a commitment
comϕ for a polynomial ϕ ∈ F . Third, during the ‘Evaluation Phase’, the verifier V selects
an evaluation point x = a and requests the prover to evaluate ϕ at that point. The
prover computes the value b = ϕ(a) and generates an evaluation proof π that asserts the
correctness of this evaluation. Finally, in the ‘Verification Phase’, the verifier checks the
validity of the proof π against the commitment comϕ, the evaluation point a, and the
claimed output b, accepting or rejecting the claim based on the result.

Example polynomial commitment: To explain how a polynomial commitment scheme
works, we use the famous KZG scheme [KZG10] with some simplifications. Let ϕ(x) =
ϕ0 + ϕ1x + · · ·+ ϕtx

t be a polynomial over Zp of degree t. The scheme uses the discrete
logarithm and bilinear pairing cryptographic assumptions and requires a trusted setup.
The setup generates public parameters PP = (g, gs, gs2

, . . . , gst

, g2, gs
2) where g ∈ G1 and

g2 ∈ G2 are generators of two bilinear groups of prime order p, and s is a secret ‘toxic waste’
destroyed after the setup. The bilinear pairing e : G1 ×G2 → GT is used for verification.
To commit to ϕ(x), the prover computes comϕ = gϕ(s) =

∏t
i=0(gsi)ϕi which is an element

of G1. To prove that the evaluation ya = ϕ(xa) at x = xa is correct, the prover computes
the quotient polynomial q(x) = ϕ(x)−ya

x−xa
and then the proof π = gq(s) ∈ G1. The verifier

checks the evaluation proof π by using the bilinear pairing e(comϕ/gya , g2) ?= e(π, gs−xa
2 )

where gs−xa
2 is precomputed from the public parameters.

The prover in KZG polynomial commitment scheme is very slow and due to the use of
elliptic curve cryptography, the scheme is not quantum-resilient. Furthermore, the scheme
requires a trusted setup. In the following, we present the basics of Orion [XZS22] which
provides fast proving times, quantum resilience, and non-trusted setup.

3.2 Orion proof system
Orion [XZS22] is a highly efficient zero-knowledge proof system that utilizes linear-time
polynomial commitments and Merkle Trees to achieve succinct proofs with fast proving
and verification. Unlike most contemporary systems with superlinear prover times [KZG10,
Gro16, CHM+20], Orion’s prover runs in linear time. It only relies on hash functions,
making it resistant to quantum attacks, unlike schemes based on discrete logarithm or
pairing assumptions. Built on linear codes via expander graphs, Orion uses code-switching
to achieve sublinear proof sizes.

Consider a multilinear polynomial ϕ in log N variables where each variable has a degree
0 or 1. There are N monomials and coefficients in ϕ. The coefficients of ϕ are in a field,
say Fp2 , and any evaluation of ϕ is also performed in Fp2 . Authors in [GLS+21] found that
such a polynomial evaluation can be expressed as a tensor product. The evaluation of ϕ at
x⃗ = [x0, . . . , xlog N−1] can be written as

ϕ(x⃗) =
1∑

i0=0
. . .

1∑
ilog N−1=0

wi0,...,ilog N−1xi0
0 xi1

1 . . . x
ilog N−1
log N−1 (2)

In the above expression, i0, . . . , ilog N−1 represent the binary decomposition of monomial
index i ∈ {0, 1, . . . , N−1}, and the wi terms correspond to the coefficients of the monomials
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Protocol 1 Overview of Orion [XZS22] with simplifications
Public input: Evaluation point x⃗ parsed as tensors r⃗0 and r⃗1;
Private input: Polynomial ϕ with coefficients w⃗; Let EC be the encoding function of
a [n, k, d] linear code and N = k2;

1: function Commit(ϕ)
2: Parse the coefficient vector w⃗ of length N as a k × k-matrix W;
3: Using EC encode each row of W to obtain code C which is a k × n matrix;
4: for 0 ≤ i < n do
5: Compute Merkle root for each column Rooti ← Merkle.Commit(C[:, i]);
6: Compute the Merkle root R ← Merkle.Commit; ([Root0, . . . , Rootn−1])
7: Output R as the commitment;

8: function Prove(ϕ, x⃗,R)
9: Prover receives from the verifier a random vector γ⃗0 ∈ Fk

p2 ;
10: c⃗γ0 ←

∑k−1
i=0 γ⃗0[i]C[i, :], y⃗γ0 ←

∑k−1
i=0 γ⃗0[i]W[i, :]; ▷ Proximity check

11: c⃗1 ←
∑k−1

i=0 r⃗0[i]C[i, :], y⃗1 ←
∑k−1

i=0 r⃗0[i]W[i, :]; ▷ Consistency check
12: Prover sends the evaluation of ϕ at x⃗ as y ← ⟨y⃗1, r⃗1⟩ to verifier;

/* In the following, the prover’s messages to the verifier form the proof string πx⃗ */
13: Prover sends c⃗γ0 , y⃗γ0 , c⃗1, and y⃗1 to the verifier;
14: Verifier sends the set Î of t (0 < t < n) randomly sampled column indexes;
15: for idx ∈ Î do
16: Prover sends to verifier C[:, idx] with Merkle proof of Rootidx under R;

17: function VerifyEval(R, x⃗, y = ϕ(x⃗), πx⃗)
/* Verifier parses the proof string πx⃗ and obtains the prover’s messages */

18: ⟨y⃗1, r⃗1⟩ == y;
19: EC(y⃗γ0) == c⃗γ0 and ∀idx ∈ Î, ⟨γ⃗0, C[:, idx]⟩ == c⃗γ0 [idx]; ▷ Proximity check
20: EC(y⃗1) == c⃗1 and ∀idx ∈ Î, ⟨r⃗0, C[:, idx]⟩ == c⃗1[idx]; ▷ Consistency check
21: Check ∀idx ∈ Î, C[:, idx] is consistent with Rooti and its Merkle Tree root R;
22: Accept if all checks pass;

Xi = xi0
0 xi1

1 . . . x
ilog N−1
log N−1. Let w⃗ denote the vector of monomial coefficients with the i-th

element w⃗[i] = wi0,...,ilog N−1 . Assuming N has an integer square root (e.g., N a power of
2), let k =

√
N . Also, let r⃗0 = (X0, X1, . . . , Xk−1) and r⃗1 = (X0·k, X1·k, . . . , X(k−1)·k) be

two vectors containing k distinct monomials. Then all the monomials in Equation 2 are
obtained using the tensor product r⃗0 ⊗ r⃗1. Finally, the evaluation of ϕ can be obtained
using the inner product [GLS+21] as ϕ(x0, . . . , xlog N−1) = ⟨w⃗, r⃗0 ⊗ r⃗1⟩. Protocol 1 gives
an overview of Orion’s polynomial commitment scheme [XZS22] with some simplifications.

Commitment: In line-2 of the protocol, the coefficient-vector w⃗ of length N = k2 is parsed
as the matrix W of dimension k× k. Note that the evaluation y = ϕ(x⃗) = ⟨w⃗, r⃗0 ⊗ r⃗1⟩ can
also be represented as a vector-matrix-vector multiplication as follows: the row-vector r⃗0
is multiplied from the left with matrix W, and the resulting row-vector is multiplied with
the column-vector r⃗1 to produce y. Orion utilizes the tensor IOP protocol from [BCG20]
to construct a polynomial commitment based on [GLS+23].

Let EC be the encoding procedure of an [n, k, d] linear code (Section 2.3). In line 3,
each row W[i, :] is encoded into a codeword of length n. After encoding all rows of W,
we obtain the code matrix C of dimension k × n. In lines 4 and 5, the columns of C are
Merkle-committed to leaf hashes Rooti. Finally, from the n leaf hashes, the Merkle Tree is
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calculated in line 6 to produce the root hash as the final commitment to the tree. Orion
uses the linear-time Spielman code (described in the previous section) to achieve linear
time complexity for the polynomial commitment.

Proving mechanism: The prover and verifier engage in an interactive protocol starting
from line 8 in Protocol 1. As a challenge, the verifier provides the prover with the random
vector γ⃗0 ∈ Fk

p2 . Using that, in line 10 of the protocol, the prover computes random linear
combinations of the rows of C and W. As the code is linear, any linear combination of
codewords is also a codeword. Furthermore, if the calculations are performed correctly
(i.e., non-cheating prover), the resulting codeword c⃗γ0 should be the encoding of y⃗γ0 . Next,
in line 11, a similar linear combination is performed using r⃗0 of the tensor query r⃗0 ⊗ r⃗1.
If performed correctly, c⃗1 will be the encoding of y⃗1. Furthermore, given y⃗1, the verifier
will be able to re-compute y using the inner product ⟨y⃗1, r⃗1⟩ spending

√
N effort.

The verifier performs two important checks, namely the proximity and consistency
check. The verifier randomly samples the set Î containing t column-indexes of C. During
the checks, the prover sends the specified columns along with their Merkle proofs under
the commitment R.

– Proximity check: The proximity check in line 19 ensures that the prover’s encoded
messages (whereas the messages are structured coefficients of the polynomial ϕ) are
close to valid codewords, confirming that the prover’s inputs lie within the correct
space, e.g., low-degree polynomials. Due to the properties of linear codes, a linear
combination of codewords is again a codeword. Thus, c⃗γ0 must be a codeword for the
message y⃗γ0. Furthermore, to check that c⃗γ0 was generated genuinely by combining
γ⃗0 with the committed code matrix C, the verifier checks the inner products between
⟨γ⃗0, C[:, idx]⟩ == c⃗γ0[idx] at all random indices in the set Î. As the columns of C
are Merkle-committed under R, the prover cannot cheat by sending false columns.
The size t of the index set Î is sufficiently large to ensure a negligible probability
with which a cheating prover can pass.

– Consistency check: The goal of the consistency check in Orion is to ensure that
the prover’s claims and intermediate computations or evaluations are coherent and
match with the commitment. Thus, it prevents the prover from altering values
during the protocol. The consistency performs very similar computations like the
proximity check but involves the r⃗0 component of the tensor query to compute the
linear combinations. It is enough for the prover to convince that it computed y⃗1
correctly. The verifier can check the correctness of the final result y by recomputing
y == ⟨y⃗1, r⃗1⟩. As y⃗1 and c⃗1 are computed as linear combinations using the same r⃗0,
for a genuine prover c⃗1 must be the encoding of y⃗1. Additionally, to verify that c⃗1
was correctly computed by combining r⃗0 with the committed code matrix C, the
verifier checks the inner products ⟨r⃗0, C[:, idx]⟩ == c⃗1[idx] at random indices from
the set Î. Since the columns of C are Merkle-committed under R, the prover cannot
cheat by submitting incorrect columns.

Both checks rely on the constant relative distance of the linear code, which guarantees
that the committed matrix is close to a tensor codeword, and if so, y = ϕ(x⃗) is a valid
evaluation with overwhelming probability.

Orion has O(N) time commitment and proof generation. However, the proof size in
Protocol 1 is (

√
N), which is quite large compared to commonly used pairing-based proof

systems. To overcome this limitation, the authors of Orion [XZS22] use a so-called ‘proof
composition’ technique [RZR24] and reduces the size to O(log2 N).

Generalization to N = k1 ·k2 For simplicity, the above-mentioned description of encoding
and Orion used N = k2, resulting in W of dimension k×k. Assuming N is a power-of-two,
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Table 1: Timing result of different operations in reference implementation of Orion [Ori];
Results collected in software on an AMD EPYC 9754 @2.25GHz.

Size Latency of Operations in Orion (in ms) Total (in ms)
log(N ) Initialize Commitment Open+Verify

16 1 40 50 92
18 6 163 127 296
20 24 700 399 1,124
22 115 3,175 1,503 4,793
24 670 13,756 6,261 20,687
26 3,837 60,011 27,240 91,088
28 18,614 334,250 118,100 470,964

Table 2: Reference timings of standard Expander Graphs in seconds; Results collected in
software on an AMD EPYC 9754 @2.25GHz.

Size Latencies of Operations in Commitment (in ms) Total (in ms)
log(N ) Initialize Encode(msg) Hash(C) MerkleTree(H )

16 4 25 10 1 40
18 10 104 40 1 164
20 73 463 163 2 801
22 279 2.233 656 7 3,175
24 1,998 10.080 2,651 27 14,756
26 3,448 45,855 10,600 108 60,011
28 13,137 278,100 42,580 433 334,250

it is easy to see that the same can be generalized to asymmetric decomposition N = k1 · k2.
The software implementation of Orion [Ori] by the authors uses the fixed k1 = 128 for all
large N . Depending on the value of N , the number of columns k2 in W is adjusted. This
gives flexibility. Following the authors of Orion, we use fixed k1 = 128 in our hardware
implementation.

3.3 Latency Operations Performed in Orion

In this section, we present a detailed latency analysis of Orion’s core operations,
particularly how the system’s performance scales as N increases. Note that in contrast to
cryptographic schemes, such as the one-time key generation process in digital signatures,
the commitment phase in Orion is repeatedly invoked as part of a recursive proving system.
E.g. When creating proofs of Training for Deep Neural Networks as in [APKP24] proofs
are required for each layer. Each time the recursive prover processes a new layer or
polynomial, it calls Orion to commit to the new data. As a result, the commitment phase
must efficiently handle repeated polynomial commitments across multiple invocations,
making it computationally intensive.

Orion’s execution can be broken down into three main phases: Initialization, Commit-
ment, and Open + Verify. While all phases contribute to overall latency, the commitment
phase stands out due to its computational complexity, particularly in managing the
polynomial commitments across recursive calls.

In the software [APKP24] of Orion the Initialization Phase plays a crucial role by
constructing expander graphs, which are essential for establishing the system’s foundational
structure. However, as shown in Table 1, its execution time remains relatively constant
and manageable across different values of N . In contrast, the Open + Verify phase
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contributes more significantly to the system’s latency, with its impact increasing as N
grows. However, the Commitment Phase stands out as the most time-intensive operation in
Orion. This phase consists of several computationally demanding sub-processes, including
linear encoding, hashing, and Merkle Tree generation. The latency of the commitment
phase is considerably higher compared to the other phases as shown in Table 1. This
makes it the dominant factor in the total execution time, especially as N increases. These
results suggest that the commitment phase is both resource-intensive and the most suitable
operation for acceleration.

Table 2 gives a breakdown of the sub-processes within the commitment phase, mainly
linear encoding, hashing, and Merkle Tree generation. The most prominent operation
is linear encoding, which takes the input and encodes it by using an expander graph.
The encoding process as well as expander graphs are described in detail in Section 2.3.
Following the encoding, the hashing of the columns of the encoded matrix C for Merkle
Tree construction represents the second largest time cost. Although the hashing process
leverages hardware intrinsics for the SHA functionality in the software implementation [Ori],
the sheer amount of data involved makes it less efficient.

4 Accelerating Linear Encoding through Inverted Expander
The efficiency of the Orion protocol is mainly achieved by the linear encoding process
using expander graphs. These graphs are carefully designed to be sparse, with a limited
number of edges per node, while maintaining high connectivity to preserve the security and
succinctness required for cryptographic protocols. This dual property is essential because
the sparsity ensures efficient computations, while high connectivity guarantees soundness
and completeness of the encoding. However, balancing these two properties is non-trivial.
The straightforward process of constructing and using expander graphs involves Gigabytes
of memory and random accesses to this large memory. These random accesses substantially
lower the memory bandwidth [Xil24]. In addition, frequent read and write interleavings, as
used in baseline Orion [Ori], cause significant turnaround overheads in the DRAM memory
system [CKLE20]. Therefore, a careful and holistic hardware accelerator design is essential
to cope with these hazards and achieve high performance.

The remainder of this section explains our novel optimizations for efficient and hardware-
friendly linear encoding using expander graphs. We detail our iterative encoding procedure
before proposing our graph inversion technique, which significantly reduces the random
memory accesses and read-write turnarounds. Based on this technique, we finally present
the corresponding hardware architecture for linear encoding.

4.1 Iterative linear encoding
The linear encoding of data is a pivotal factor for the performance of the Orion protocol,
particularly in the commitment phase. Orion encodes the coefficient matrix W of a
polynomial into a code matrix C in a row-wise manner. In essence, each row in W is
encoded into one row on C as detailed in Section 3.2. In the software implementation
of Orion, the linear encoding algorithm for one row in W is recursive, as detailed in
Section 2.3. However, a recursive approach is not ideal for hardware designs due to the
increased control overhead. Thus, we present an iterative approach for linear encoding, as
presented in Figure 4.

The iterative linear encoding procedure starts with applying an expander graph G
(1)
1

with expansion parameter α1 to the input message, which is one row of W (Figure 4 top).
The result of this operation is the encoding m1, which is smaller in size than the input
message. In the next step, another expander graph G

(2)
1 with α1 is applied on m1 yielding
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Figure 4: Our iterative approach for computing Spielman codes.

m2. Thereby, m2 is again smaller than m1. This procedure is applied until the size of the
output encodings mi is below a certain threshold n0.

Thereafter, different expander graphs G
(j)
2 with expansion parameter α2 are applied

iteratively on the previous codewords, as shown in Figure 4. The results of the α2 expanders
are denoted with cj . The graph evaluation with parameter α2 is repeated until all previous
codewords are consumed. The final expander graph yields c1, which completes the linear
encoding. This iterative encoding approach heavily relies on expander graph evaluation,
which is the critical operation. Hence, we optimize the expander graph evaluation and
present our efficient inverted expander graphs in the next section.

4.2 Optimized Memory Access Pattern through Graph Inversion
The evaluation of expander graphs is the key operation in Orion’s linear encoding pro-
cedure. The expander graph implementation in the baseline Orion software is tailored
for software platforms but introduces substantial overheads in hardware due to random
read and write accesses to off-chip memory. The off-chip memory such as HBM is required
due to the large amount of data involved. At the same time, the memory bandwidth
of HBM degrades through random accesses by more than 3× compared to linear ac-
cesses [Hub19]. Furthermore, frequent read-write turnarounds also introduce substantial
latencies [CKLE20].

To address these challenges of Orion’s baseline linear encoding, we propose an inverted
expander graph which significantly reduces random read and write accesses and minimizes
read-write turnarounds. This allows our methodology to enhance the achievable perfor-
mance. In this section, we first explain the straightforward expander graph implementation
in Orion and show the accompanying disadvantages of that approach for hardware designs.
Then, we present our inverted expander graph method to improve the memory bandwidth.

4.2.1 Baseline Expander Graph Computation

The expander graph evaluation used in Orion maps some input message x to the output
m. This can be expressed as matrix-vector multiplication, as discussed in Section 2.3.
Although the matrix-vector multiplication is illustrative, using this approach for actual
implementations is impractical. This is explained by the sparse adjacency matrix which
mostly consists of zeros. A more practical approach to evaluating expander graphs
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(b) Our inverted expander graph.

Figure 5: The two different approaches of expander graph implementation. Only a few
weights ωi,t are explicitly shown, but every edge connecting li to rt has a weight ωi,t.

G = (L, R, E) is explained in Figure 5a. Thereby, the left node set L = {l0, l1, . . .} and
the right node set R = {r0, r1, . . .} are interpreted as arrays of field elements li, rt ∈ Fp2 .
In baseline Orion, the left (input) nodes li in the expander graph have a constant degree
c (c = 3 in this example). In contrast, the degree of the right nodes rt varies due to the
random assignment of left nodes to right nodes (Section 2.2.2). This causes a normal
distribution of the number of incoming nodes at rt with a certain mean and variance. In
addition, each edge connecting li to rt has a randomly assigned weight ωi,t ∈ Fp2 .

For evaluating the expander graph, the baseline scheme initializes all rt ← 0 and
iterates linearity over li, starting with i = 0. In the first iteration, the value l0 is multiplied
with c weights ω0,t1 . . . ω0,tc

. The c multiplications are then accumulated to rt1 . . . rtc
,

according to the expander graph. Consider the example marked red in Figure 5a. In this
example, the value l0 is multiplied by c = 3 weights and accumulated to r0, r2, and r3 as
in:

r0 = r0 + l0 · ω0,0 r2 = r2 + l0 · ω0,2 r3 = r3 + l0 · ω0,3. (3)

Next, the execution advances to l1 and repeats the same steps as in l0. This is done until
all input nodes are handled making the output nodes rt holding the encoding result m.

This straightforward approach requires random read and write operations, which lowers
the effective memory bandwidth. For each input node li, c random right-nodes rt1 to rtc

must be read from off-chip memory, as storing the large data structure on the chip is
infeasible. Then, the c accumulations are performed (as in Equation 3) and the c results
are stored back to scattered memory locations. This shows that, per input node, c random
reads and c random writes are required. These random memory accesses in combination
with frequent read/write turnarounds reduce the achievable memory bandwidth on HBM
RAM drastically.

In addition to random memory accesses, the baseline approach introduces read-after-
write hazards in the multiplication and accumulation pipeline. Consider two consecutive
input nodes li and li+1 mapping to the same output node rt. Then, the computation of
the prior node might still be executed in the pipeline whereas the computation of the
latter node needs to be delayed. These issues are straightforward when computation is
performed entirely on-chip but become more challenging when random-access and off-chip
memory, such as HBM, is involved. This causes pipeline stalls and control logic overhead,
thereby limiting the performance.
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4.2.2 Alternatives to Baseline Expander Graphs

We aim to improve the baseline expander graph computation as used in Orion and present
three alternative graph computation methods. These methods are called Inverted method,
Normal method, and Without Replacement method:

Inverted: This method mirrors the process in Algorithm 3, which generates a constant
number of c edges per left node to right nodes. Conversely, the Inverted method
generates a constant number of d edges per right node to left nodes. Compared
to the baseline expander graph, where the right nodes’ degree d follows a normal
distribution, Inverted graphs have a normally distributed left-side degree c, as shown
in Figure 6a to 6c.

Normal: In the Normal method, we neither fix c nor d. Instead, we randomly draw the
degree d for each right-side node from a normal distribution. Then, we establish
d many connections from the specific right-side node to randomly chosen left-side
nodes. This approach leads to normally distributed c and d across the nodes, as
shown in Figure 6d to 6f.

Without Replacement: This algorithm aims for a fixed degree c for left-side nodes. This
is achieved using the Normal approach and adapting it such that each left-side node
can at most be drawn c′ times. Hence, most of the left nodes have a degree c = c′.
Yet, due to the randomly sampled d (see Normal approach), some left-side nodes
may have less degree c < c′. The resulting distributions can be seen in Figure 6g to
6i. Figure 6g clearly shows that most left nodes have degree c = c′ whereas a few
have less degree.

We implement these three graph evaluation methods in software and parametrize the
graph generation. This parametrization uses statistical analysis based on the baseline
expander graph. A brief explanation of the statistical analysis can be found in Appendix C.
After finding proper parameters, we examine the graphs’ suitability in terms of expansion.
For that, we rely on Algorithm 2 initially proposed in [XZS22]. This algorithm accepts our
Inverted, Normal, and Without Replacement graphs with the same high probability as the
baseline expander graphs. This indicates that our three approaches are valid alternatives
to baseline expander graphs.

Method selection: For our hardware design, we choose the Inverted method. In contrast
to the Normal and Without Replacement methods, the Inverted method does not need
random sampling from a Gaussian distribution. This is beneficial for hardware designs
since Gaussian sampling increases the complexity of the implementation. Instead, the
Inverted method only requires uniform sampling which is hardware friendly. Based on this
discussion, we elaborate on our Inverted expander graphs in the next section and show the
efficiency gain achieved by this methodology.

4.2.3 Proposed Inverted Expander Graph Computation

In this section, we present inverted expander graphs, which address the limitations of Orion’s
baseline expander graphs discussed above. Unlike the baseline case, we fix the degree d in
the right nodes rt of the inverted expander graph, as shown in Figure 5b. Moreover, we
relax the degree of the left nodes li, which should follow a Gaussian distribution instead of
having a fixed value. This essentially mirrors the baseline expander graph, which had a
fixed degree for li and Gaussian distributed degrees for rt.

The resulting inverted expander graph allows us to iterate linearly over nodes rt,
starting from t = 0, as shown right in Figure 5b. For each rt, d random nodes li are
selected and multiplied with random weights. Finally, the multiplication results are added
to give the final value of rt.
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(a) c, Inverted (b) d, Inverted

Min Max Mean Variance

c 2 24 10.0 10.5
d 42 42 42.0 0.0

(c) Distribution characteristics
for the Inverted method

(d) c, Normal (e) d, Normal

Min Max Mean Variance

c 1 20 9.8 9.8
d 18 64 41.2 43.3

(f) Distribution characteristics
for the Normal method

(g) c, Without Replacement (h) d, Without Replacement

Min Max Mean Variance

c 7 10 9.8 0.2
d 23 57 41.1 43.3

(i) Distribution characteristics
for Without Replacement
method

Figure 6: Distributions of left and right node degree c and d for expander graphs using
our three methods. Parameters for Orion’s G

(i)
1 graph.

Our inverted expander graph approach limits memory accesses to random reads of
the left-side nodes li during computation, offering a significant advantage over baseline
expander graphs, which require interleaved random reads and writes of the right-side nodes.
As a result, we nearly halve the number of random memory accesses. Additionally, by
minimizing read-write turnarounds, our method optimizes memory bandwidth utilization,
particularly for off-chip memory like HBM. Lastly, our approach resolves read-after-write
hazards, enabling the pipeline design in the architecture.

Parameter selection: Although our inverted expander graph approach allows more
performant hardware designs, we must ensure that it preserves the desired expansion
properties needed in the ZKP. We hence search for proper parameters d1 and d2 for
the expander graphs G

(i)
1 and G

(i)
2 , respectively. Here, d1 and d2 are the degrees of the

right-side nodes in the graphs (i.e. the number of incoming edges to the output nodes rt).
Note, that in general, d1 and d2 in the inverted expander graphs differ from c1 and c2 in
the baseline expander graph.

As a first approach, we use the baseline expander graph with a fixed degree c of left
nodes li to experimentally obtain the expected degree E(d) of right nodes rt. We take
the found expected value as the degree of all right nodes in our inverted expander graph.
This gives us the parameters d1 = 42 and d2 = 26 for G

(i)
1 and G

(i)
2 , respectively. In
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Figure 7: Duration of linear encoding in software for different degrees d1 and d2.

the next step, we generate inverted expander graphs and validate their suitability using
Algorithm 2, which is also used by [XZS22] to validate their parameters. The validation
algorithm accepted 99% of the randomly created baseline expander graphs and 99% of
our inverted expander graphs. This shows the validity of our inverted expander graph
parameters since we establish the same success probability of 0.99 as in [XZS22].

After finding an initial guess of parameters d1 and d2, we fine-tune these parameters.
Thereby, lower values for d1 and d2 lead to lower runtime. This is clearly visible in Figure 7,
showing lower runtimes for smaller {d1, d2}, especially for large polynomial sizes. The
reason for that is the lower amount of operations and fewer memory accesses caused by
smaller parameters. Yet, smaller parameters lead to less expansion in the linear encoding.
This is shown in Table 3, wherein smaller parameters tend to have a lower probability of
sufficient expansion. An interesting observation from Table 3 is, that parameters smaller
than d1 = 42, d2 = 26 still provide the same high probability of 0.99. One example
for that is d1 = 34, d2 = 22. Having smaller parameters results in lower runtime, as
highlighted in Figure 7. We select the parameters d1 = 34 and d2 = 22 as default for
our design. This choice leads to the lowest runtime among the results in Table 3. At
the same time, the chosen parameters also ensure the expansion property with the same
high probability as in the software implementation of Orion. Importantly, our hardware
allows to customize the tradeoff between computation time and expansion probability by
supporting runtime-configurable {d1, d2} thus offering flexibility. Yet, users must ensure
to provide valid parameters {d1, d2} since too small parameters might fail in generating
good expander graphs causing low minimal distance between codewords.

Ensuring the expansion property: Our inverted expander graph generation approach
maintains a sufficient probability of valid graph generation verified through Algorithm 2
from [XZS22]. This verification ensures that the graph maintains its expander properties
and performs consistently in the encoding process.

4.2.4 On-the-Fly Graph Generation

In the baseline Orion implementation, the entire expander graph is first generated and
stored in memory before its usage. This procedure is shown in Algorithm 3 in the Appendix
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Table 3: Probability to sample a valid expander graph given different node degrees for our
inverted expander graph and the baseline expander graph from [XZS22].

Graph Type Our Inverted Graph [XZS22]
d1 34 42 42∗ 22 34 22 34 42 22 16 c1=10
d2 22 22 26∗ 22 26 26 20 20 20 16 c2=20

Probability 0.99 0.99 0.99 0.90 0.98 0.89 0.97 0.97 0.92 0.88 0.99
∗parameters found by analyzing the baseline graph

Algorithm 1 Our on-the-fly Inverted Expander Graph Computation
1: function RunExpander(L, k, α, d, seed) ▷ L = [l0, . . . , lk−1] left nodes

▷ d is degree of right-side nodes
2: Initialize PRNG with seed
3: q ← αk ▷ Number of right-side nodes
4: for 0 ≤ t < q do ▷ Iterate over all right-side nodes rt

5: acc← 0
6: for 0 ≤ j < d do ▷ Find d many random left-side nodes li
7: i← random() mod k ▷ Random node index for L
8: ωi,t ← field :: random() ▷ Random field element
9: acc← acc + li · ωi,t ▷ Field multiplication with the value of left node

10: j++
11: rt ← acc
12: t++
13: return R = [r0, . . . , rq−1]

and causes substantial memory overheads. The memory overhead for a N = 228 polynomial,
which needs 16 iterations of expansion and hence 16 different graphs, is around 1.1 GiB.
This high memory demand is a limitation for most hardware systems whereas each graph
is only used a single time during encoding.

We address this limitation by combining our inverted expander graphs explained in
Section 4.2 with an on-the-fly graph generation. Our on-the-fly generation uses a Pseudo-
Random Number Generator (PRNG) to expand all needed graphs based on a small seed.
This allows dynamically constructing the inverted expander graphs during the encoding
process, as shown in Algorithm 1. Hence, the on-the-fly graph generation seamlessly
complies with our inverted expander graphs and eliminates the need for large memory
allocations and costly memory accesses. Considering the initial example with N = 228, our
on-the-fly generation reduces the memory consumption significantly from 1.1GiB to just 8
bytes. In addition, replacing expander graphs is much cheaper using on-the-fly generation
as just the 8-byte seed must be exchanged.

4.3 Hardware Architecture of Linear Encoding Unit (LEU)
We implement our optimized linear encoding unit for a hardware platform with HBM as the
off-chip memory. The architecture is primarily designed for the Xilinx Alveo U280 FPGA,
but can also be deployed on similar HBM-coupled FPGAs or ASICs. An overview of our
design is presented in Figure 8. The left side in Figure 8 shows the U280 FPGA with its
two HBM stacks, whereas each stack provides 16 pseudo-channels. The 32 pseudo-channels
are connected via DMA controllers to a total of 32 linear encoding units (LEU).

The overall linear encoding takes the coefficient matrix W as input and computes
the code matrix C in a row-wise manner. Since 32 pseudo-channels are available and
W has k = 128 rows, we store four rows of W in one HBM pseudo-channel (PC) and
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Figure 8: Overall Architecture to perform linear encoding in parallel on HBM-based FPGA

dedicate one linear encoding unit (LEU) to each PC. Each LEU operates on one HBM
pseudo-channel (PC) and performs the inverted expander graph evaluation for the four
rows. A detailed view of a single LEU is provided on the right side of Figure 8. Each LEU
features two shift registers for input and output buffering. The MAC unit is responsible for
computing the right nodes rt by multiplying the randomly read coefficients W[i, j] = wi,j

(corresponding to the left nodes of the graphs) with the random weights ωi,t. Note, that
only the first iteration of graph evaluation G

(1)
1 takes all the coefficients from a row of W

as input. Thereafter, the output of the previous graph evaluations is used iteratively as
input. The random weights and the random read addresses required in the computations
are generated by the Trivium PRNG [Can06] module shown at the bottom of Figure 8.

In the overall encoding process, data is read concurrently from the 32 HBM channels,
enabling parallel processing of independent rows. The HBM memory accesses are performed
on 256 bits or 512 bits, depending on the clock frequency of the FPGA. This size is larger
than the 128-bit size of our extension field elements, hence causing a mismatch between
the memory access size (256 or 512 bits) and the 128-bit size of our finite field elements.
To cope with this, we pack e.g. 512/128 = 4 elements into one memory word, as shown
in Figure 8. When loading one 512-bit word, the input shift register serializes the four
elements, which are then processed sequentially. Finally, the four computation results are
again packed into one memory word which is stored to the HBM.

This approach effectively uses the available memory capabilities and balances the
resource consumption of the LEU units. The shift registers compensate for the latency
of random memory reads which typically take around 3 to 4 cycles. This means that a
512-bit input arrives every 4 cycles, whereas it contains 4 field elements. Hence, the LEU
is optimally utilized through our data scheduling approach.

5 Accelerating Merkle Tree Generation
The generation of the Merkle Tree is the second critical operation in Orion’s commitment
phase. This operation takes the encoded matrix C from linear encoding, as input and
requires two steps. In step 1, the columns C[: i] = [c0,i . . . ck−1,i]T are hashed to leaf
nodes hl,i, where l = 0 indicates the leaf level within the Merkle Tree. This step is shown
on the left side in Figure 9 on the left. Building upon these leaf nodes, step 2 constructs
a Merkle Tree (right in Figure 9). We describe our hardware design for this dual-step
computation in the remainder of this section by starting with the column hashing and then
advancing to the Merkle Tree computation. Although conceptually simple, implementing a
Merkle Tree becomes challenging when handling large datasets stored in off-chip memory.
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Figure 9: Computation Flow of Column Hashing and Merkle Tree Generation

5.1 Column Hashing
The hashing of columns operates on the linear encoded matrix C, which resides in different
banks of the HBM memory. The encoded matrix C contains k = 128 rows, as specified
by the Orion scheme 3.2. According to Section 4, four rows are stored in one HBM
pseudo-channel (PCs). This memory layout is shown in Figure 10. In the i-th PC, the rows
C[4i :] to C[4i + 3 :] are stored. Moreover, address j in the i-th PC holds 4 field elements
C[4i : j] to C[4i + 3 : j], which are are packed in a 512-bit memory word. The linear
encoding process efficiently utilizes this memory layout as each LEU operates on just one
PC. Yet, the column hashing is not directly supported since computing one column hash
requires synchronized reading across all PCs to obtain the data. Moreover, a pipelined
design is required to optimally exploit the available HBM bandwidth.

To serve the high HBM bandwidth, we instantiate multiple SHA3-256 permutation
units (SHA3 Perm), which form our Hash Vector unit shown in Figure 10. However,
running multiple SHA3 Perm units in parallel introduces two challenges: (1) efficiently
synchronizing the HBM PCs and rearranging the columns to allow for parallel hashing of
the leaf nodes, and (2) parallelizing the hashing of multiple columns simultaneously to
optimally utilize the high throughput of HBM. We address these two challenges in the
next subsections.

5.1.1 Pipelined Feeding of Hash Unit

A straightforward possibility to feed the data correctly to the hash unit is to transpose the
matrix C after encoding and before hashing, thereby placing each column’s data into a
single PC. This would simplify the memory synchronization for parallel processing, as the
data of a single column is placed into one PC only. However, while this approach simplifies
memory synchronization, it introduces an additional latency and area overhead caused by
the transposing operation.

We instead propose a more suitable approach, which involves partial on-chip buffering
and a streamlined data rearrangement of the encoded matrix C. We use an on-chip scratch-
pad buffer that dynamically maps the 32 × 512-bit read interface to a variable number
of 1088-bit SHA3 inputs. Figure 10 shows our Scratchpad Module and its integration
into the hashing unit. Through the on-chip buffering, we establish a synchronized reading
operation over the 32 PCs. In addition, our method allows for linear and pipelined reading
from HBM, providing stall-free input for multiple parallel hashing units.

5.1.2 Scalable Multi-Pass Column Hashing

The scratchpad unit described in the previous section enables the parallelization of column
hashing by reshaping the 32 × 512-bit HBM output to a variable number of 1088-bit
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Figure 10: Overview of Computation Flow in the Hash Vector Unit

SHA3-256 inputs. Now that the data is in the right format and ready for absorption into
the SHA3-256 state, we can instantiate multiple fully unrolled and pipelined SHA3-256
permutation units, as shown in the bottom right corner of Figure 10. Each permutation
unit performs one SHA3 permutation operation together with the data absorption at a
rate of 1088 bits. For the column hashing, we need to hash 128 field elements ci,j each
having 128 bits. Therefore, we need to evaluate ⌈128 · 128/1088⌉ = 16 SHA3 permutations.

A simple approach for hashing the 16 absorption stages is to instantiate 16 unrolled
SHA3 permutation units. This allows the highest throughput but also introduces a
substantial area consumption. This high area consumption results from the large, fully
unrolled SHA3 Perm units. Moreover, the high area consumption does not justify the
performance gain since hashing in Orion accounts for clearly less runtime compared to
linear encoding. Alternatively, we offer customized tradeoffs whereby just a power of two
SHA3 Perm units is instantiated1. For example, Figure 10 shows an architecture with
just four SHA3 Perm units. To still hash a full column of C, multiple passes through the
pipeline are required. The according feedback datapath is also shown in Figure 10. In our
experiments, a Hash Vector with up to 8 SHA3 Perm units can be instantiated on the
U280 FPGA. Using this configuration, the Hash Vector unit consumes 467k LUTs which is
significantly larger than the linear encoding units with 98k LUTs. Yet, this configuration
allows for the best performance on the target FPGA.

5.2 Merkle Tree Generation
After hashing the columns into leaf nodes h0,i, the Merkle Tree is constructed. Building the
tree involves iteratively hashing pairs of nodes to form parent nodes, as shown in Figure 9.
In contrast to the leaf node hashing, the pairs of hashes only have 512 bits and hence can
be processed by a single SHA3 permutation unit with its 1088-bit absorption. In addition,
at most one leaf node per clock cycle is provided by our pipelined hash vector unit as
described above. Based on these observations, we propose a fully pipelined multi-pass
architecture called the Merkle Tree Unit (MTU). An overview of the MTU is shown on
the right side of Figure 11.

The MTU has one input for the leaf node hashes h0,i from the Hash Vector unit and
one output for the hashes of the Merkle Tree nodes hl,j , where l is the level of the hash
and j the index within the level. The unit operates as follows: it receives a stream of leaf
node hashes (256-bit hashes) from the HVU unit. Thereby, just one hash arrives in each
clock cycle which requires a single-cycle buffering to aggregate the pair of hashes. After
both input hashes are available, they are passed to a fully unrolled, pipelined SHA3-256

1We support 1, 2, 4, 8, or 16 SHA3 Perm units
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Figure 11: Timeline of Multi-Pass-Pipeline during Merkle Tree Generation

permutation unit for hashing. Due to this, the SHA3 Perm pipeline is utilized every second
cycle for processing leaf node hashes. This is shown in the top timing diagram in Figure 11.
To avoid the shown pipeline bubbles and ensure continuous operation, our architecture
issues the level 1 hashing within the bubbles of the leaf node hashing, as soon as level
1 nodes (h1,j) arrive in the feedback path shown in Figure 11. Similar to the leaf node
hashing, two hashes are combined in level 1. Therefore, one level 1 hashing operation is
issued every four cycles. This is shown in the second timing diagram in Figure 11. We
adequately apply this strategy also for the remaining Merkle Tree levels which allows us
to fully fill the pipeline of the single SHA3 Perm unit. Thus, the instantiated hardware
units are optimally utilized whereby just a negligible control and buffering overhead is
introduced.

6 Evaluation and Results

In this section, we present the resource utilization and performance results of our Orion
commitment accelerator. To collect actual real-world benchmarks, we combine our linear
encoding unit from Section 4 and our Hashing unit from Section 5 into an Alveo U280
FPGA with 3 super logic regions (SLRs) and HBM memory [Xil19].

An illustrative overview of our architecture for this FPGA is shown in Figure 12. In
terms of placement, the Linear Encoding Wrapper, the DMA controller, and the Scratchpad
unit are placed in SLR0. The Hash Vector unit with a total of 8 SHA3 Perm units is
spread equally over SLR1 and SLR2. In addition, the SLR2 also instantiates the Merkle
Tree unit. The data and control signals are distributed over the FPGA using SLR-crossing
indicated by the SLR-crossbar symbolized in Figure 12.

Based on our unified hardware architecture, we present the area and timing results
in the remainder of this section. In addition, we compare our results with the software
baseline and give benchmarks for an Deep Neural Network (DNN) [APKP24] application
that uses Orion for its proof of training.
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Figure 12: Overall Architecture on HBM-based FPGA with 3 SLRs

6.1 Resource Utilization Results
Table 4 provides a detailed breakdown of the resource utilization for the key hardware
components in our implementation. The whole processor design consumes 799k lookup
tables (LUTs), 570k registers (REGs), 1.2k digital signal processors (DSPs), and 334
block RAMs. No Ultra RAMs are used in our design. The overall Processor consists of
Platform logic which mainly establishes the HBM and PCI connection and the actual
Cryptoprocessor containing our Orion accelerator.

Within our Cryptoprocessor, which causes the major area consumption, the remaining
modules of DMA, linear encoding, and hashing are instantiated. As described previously,
the DMA, the Scratchpad, and the linear encoding reside in the first SLR. This causes
a resource utilization in SLR0 of 39%, 21%, 38%, and 38% in LUTs, REGs, DSPs, and
BRAMs, respectively. The SLR1 holds half of the Hash Vector Unit and has a utilization
of 53% and 13% of LUTs and REGs, respectively. Finally, SLR2 has the remaining half of
the Hash Vector Unit and the Merkle Tree unit. This accounts for 68% and 16% LUT and
REG utilization in SLR2.

Although our Scratchpad unit architecture can support any power of two number of
SHA3 Perm units within the Hash Vector unit, we can only fit at most 8 of them into
the U280 FPGA due to the large size of the hashing subsystem. In addition to that,
the hashing and Merkle Tree generation accounts for 80% of the LUT consumption of
the Cryptoprocessor whereas the Linear Encoding Wrapper only causes 14% of the LUT
consumption.

These numbers show the different limitations of these operations; the hashing is resource-
bound and therefore requires more hardware resources to maintain high performance.
Compared to the hashing, the runtime of the linear encoding is memory-bound due to
the high number of random HBM accesses. Thus, dedicating more hardware resources
to linear encoding does not contribute to performance. Instead, ingenious solutions to
efficiently use the memory bandwidth are required. This highlights the relevance of our
inverted expander graphs which enhance the effective memory bandwidth.

6.2 Timing Results
Table 5 outlines the performance results of our hardware-accelerated linear encoding and
hashing within the Orion protocol. The results were collected for the Alveo U280 FPGA
running on 225MHz. The provided results cover a range of input polynomial sizes from
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Table 4: Resource Utilization of Modules on Alveo U280 FPGA
Modules #Units LUTs REGs DSPs BRAMs
Alveo U280 FPGA Total 3 SLRs 1,304k 2,607k 9k 2k
Processor 1 799,391 569,849 1,156 334
- Platform 1 101,639 131,244 4 70
- Cryptoprocessor 1 697,752 438,605 1,152 264
DMA Controller 1 40,768 93,792 - -
- Read Interface 32 704 1,502 - -
- Write Interface 32 570 1,429 - -
Linear Encoding Wrapper 1 98,272 63,360 1,152 -
- Linear Encoding Unit 32 3,071 1,980 36 -
Scratchpad 1 30,778 25,856 - 256
Hash Vector Unit 1 466,977 228,025 - -
- SHA3 Perm Unit 8 55,361 23,752 - -
Merkle Tree Unit 1 60,957 27,572 - 8
- SHA3 Perm Unit 1 55,361 23,752 - -

N = 216 to N = 228. For a given polynomial size N , the encoding result is approximately
twice the size, as reported in Table 5.

The linear encoding latency in our architecture for N = 216 is 177 microseconds and
reaches up to 730 milliseconds for N = 228. When N is doubled, the linear encoding
latency also roughly doubles, which is expected in the Orion scheme. Considering the
hashing and Merkle Tree generation latency, we provide different benchmarks for the
supported number of SHA3 Perm units in the Hash Vector in Table 5. The slowest and
most lightweight configuration with 1 SHA3 Perm has a latency between 73 microseconds
and 298 milliseconds while the largest configuration has a latency between 5 microseconds
and 18 milliseconds for N between 216 and 228. The hashing latency is also linear in the
polynomial size – similar to linear encoding – due to our optimized Merkle Tree generation
with interleaved node scheduling. In addition, increasing the number of SHA3 Perm units
leads to a linear decrease in hashing latency thereby improving performance through higher
resource consumption.

Table 5 clearly shows that the linear encoding takes approximately between 2.4× and
40× longer than hashing, depending on polynomial size and number of SHA3 Perm units.
Yet, while the latency of hashing can be reduced by using more SHA3 Perm units, the
latency of linear encoding is memory-bound. This makes the further acceleration of linear
encoding highly challenging given the constraints of memory layout and operation flow
in the Orion scheme. It is noteworthy, that hashing accounts for a fraction of the total
runtime while consuming most of the resources meaning that an adequate number has to
be chosen depending on the use case.

6.3 Comparison with Baseline of Orion
In this section, we compare the performance of our hardware implemented on an Alveo
U280 FPGA with the original software implementation [Ori] from [XZS22]. The comparison
focuses on the critical linear encoding and the Merkle Tree generation. In addition, we
report the overall speedup for Orion’s commitment and give an application benchmark for
DNN training. Note that no hardware accelerator has been published targeting the Orion
ZKP scheme or proposing inverted expander graphs. Hence, we focus on the software
implementation of Orion to show our achieved improvements. The software results were
collected by running Orion on an AMD EPYC 9754 @2.25GHz server CPU with 128 cores.
Due to the high core count of this server CPU supports a much lower base clock frequency
and max boost clock frequency (Turboboost) technology unlike the Intel server CPU (Intel
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Table 5: Latency of our FPGA Prototype for Linear Encoding and Hashing
Input Size Encoded Lin. Encoding Hashing and Merkle Tree (in ms)

log(N) Size (in ms) 1† 2† 4† 8† 16†*
16 17 0.177 0.073 0.036 0.018 0.009 0.005
17 18 0.355 0.146 0.073 0.036 0.018 0.009
18 19 0.712 0.291 0.146 0.073 0.036 0.018
19 20 1.424 0.582 0.291 0.146 0.073 0.036
20 21 2.851 1.164 0.582 0.291 0.145 0.073
21 22 5.703 2.330 1.165 0.582 0.291 0.146
22 23 11.408 4.660 2.330 1.165 0.582 0.291
23 24 22.818 9.320 4.660 2.330 1.165 0.582
24 25 45.637 18.639 9.320 4.660 2.330 1.165
25 26 91.276 37.279 18.639 9.320 4.660 2.330
26 27 182.554 74.558 37.279 18.639 9.320 4.660
27 28 365.109 149.000 74.000 37.000 18.000 9.000
28 29 730.220 298.000 149.000 74.000 37.000 18.000

† Number of SHA3 Perm units within the Hash Vector; *Results for 16 SHA3 Perm units are
extrapolated and not implemented on U280 due to the high resource utilization.

Xeon Platinum 8375C with 32 cores) used by the authors of Orion that runs on 2.90GHz.
Hence, the timing we report for the software baseline is slightly different compared to the
Orion paper.

6.3.1 Linear Encoding Comparison

Table 6 compares the linear encoding timing of our hardware accelerator with the reference
software implementation for various polynomial sizes N . Since the linear encoding in
our hardware design does not use the hashing unit, the results discussed in Table 6 are
independent of the number of instantiated SHA3 Perm units.

As Table 6 shows, we achieve a speedup of 142× compared to software-based encoding
for small N = 216-degree polynomials. As the polynomial size N increases, our speedup
reaches 381× for N = 28. Hence, we observe that the speedup grows with the polynomial
size N . This is explained by the linear dependency between N and encoding latency in our
hardware design whereas the software shows a super-linear dependency of latency on N .
This super-linear dependency of software originates from the increasingly costly random
memory accesses where the caching in the CPU becomes less effective for larger N . In
contrast to that, our timing shows a linear increase with N . We achieve this by not relying
on caching and using our novel graph inversion techniques. This allows us to reduce the
costly random memory reads and writes which effectively improves the linear encoding
performance. In addition to the graph inversion, we leverage the performance of linear
encoding by using HBM memory with efficient memory management and on-the-fly graph
generation. The on-the-fly graph generation its data via a PRNG and does not involve
any memory access therefore reducing the pressure on the memory even further compared
to the original implementation.

6.3.2 Merkle Tree Generation Comparison

In Table 7, we present the latency comparison of hashing and Merkle Tree generation
between the software baseline and our optimized hardware design. Our flexible hardware
configurations of the leaf node hashing lead to different speedups in the Merkle Tree
generation. The different speedups for 1, 2, 4, and 8 SHA3 Perm units are experimentally
determined while the configuration with 16 SHA3 Perm units was extrapolated as it is too
large for the Alveo U280 FPGA.
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Table 6: Performance Comparison for Linear Encoding: Our Design on Alveo U280
@225MHz (HW) vs Reference Software on AMD EPYC 9754 @2.25GHz (SW).

Input Size Encoded Ref. SW Our HW Our
log(N) Size (in ms) (in ms) Speedup

16 17 25 0.177 142
17 18 52 0.355 145
18 19 104 0.712 147
19 20 212 1.424 149
20 21 463 2.851 162
21 22 1,052 5.703 184
22 23 2,234 11.408 196
23 24 4,778 22.818 209
24 25 10,080 45.637 221
25 26 21,323 91.276 234
26 27 45,855 182.554 251
27 28 100,400 365.109 275
28 29 278,100 730.220 381

When configured with a single SHA3 Perm unit, our hardware provides a 144× speedup
for larger polynomial sizes, such as N = 228, compared to the software baseline. The
time taken for Hashing and Merkle Tree generation in this minimal configuration is 298
milliseconds (as reported in Table 5) while the software implementation requires 43.016
seconds. Furthermore, the performance improves significantly as we scale up the number of
SHA3 Perm units. In the case of 8 units, which is the maximum on the target FPGA, the
latency for Hashing and Merkle Tree generation is even further reduced. This results in a
significant speedup over the software between 1,122× and 1,189× for various polynomial
degrees.

Note that the scalability of our architecture is one of its key strengths. It allows us
to optimize the system for different hardware environments by adjusting the number of
hash units. Thus, we can support smaller FPGAs with limited resources but also larger
high-performance platforms such as the U280 FPGA. In contrast, the software baseline is
limited by the inherent architecture of the underlying processor. Overall, the flexibility and
scalability of our hardware design ensure that both Hashing and Merkle Tree generation can
be tailored to meet the performance requirements of any system, while still outperforming
the software in all configurations.

6.3.3 Overall Commitment Comparison

The overall commitment process in the Orion protocol includes both linear encoding and
Merkle Tree generation. Hence, the overall latency of commitment in our hardware design
is the latency of linear encoding plus the latency of hashing and Merkle Tree generation.
Table 8 compares the timing results of our hardware implementation and those of the
software baseline [Ori].

Compared to the software-based commitment, our hardware design shows a significant
speedup across all tested polynomial sizes. For smaller polynomial sizes such as N = 216,
our hardware with 8 SHA3 Perm units has a total commitment time of 0.19 milliseconds,
whereas the software needs 40 milliseconds. This results in a 216× speedup for small
polynomials. As the polynomial size increases, the performance gap widens further. For
N = 228, our hardware accelerator completes the entire commitment process in just 767.22
milliseconds, compared to 334.25 seconds in the software. Thus, we achieve an overall
speedup of 436×. The key factor behind this significant improvement is the combination
of our proposed optimizations in both linear encoding, leaf node hashing, and Merkle Tree
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Table 7: Performance Comparison for Hashing and Merkle Tree: Our Design on Alveo
U280 @225MHz (HW) vs Reference Software [Ori] on AMD EPYC 9754 @2.25GHz (SW).

Input Size Encoded Ref. SW Our Speedup in HW
log(N) Size (in ms) 1† 2† 4† 8† 16†*

16 17 10 138 281 561 1,122 2,020
17 18 21 144 288 577 1,154 2,307
18 19 41 141 282 563 1,126 2,252
19 20 82 141 282 563 1,126 2,252
20 21 165 142 284 568 1,139 2,263
21 22 333 143 286 572 1,143 2,287
22 23 664 142 285 570 1,140 2,280
23 24 1,330 143 285 571 1,142 2,283
24 25 2,679 144 287 575 1,150 2,300
25 26 5,352 144 287 574 1,149 2,297
26 27 10,709 144 287 575 1,149 2,298
27 28 21,397 144 289 578 1,189 2,377
28 29 43,014 144 289 581 1,163 2,390

† Number of SHA3 Perm units within the Hash Vector; *Results for 16 SHA3 Perm
units are extrapolated and not implemented on U280 due to high resource utilization.

Table 8: Performance Comparison for whole Commitment: Our Design on Alveo U280
@225MHz (HW) vs Reference Software on AMD EPYC 9754 @2.25GHz (SW).

Size Ref. SW Our Latency (in ms) / Speedup in HW
log(N) (in ms) 1† 2† 4† 8† 16†*

16 40 0.25 / 161 0.21 / 189 0.20 / 206 0.19 / 216 0.18 / 221
18 163 1.00 / 163 0.86 / 190 0.79 / 208 0.75 / 218 0.73 / 224
20 701 4.02 / 175 3.43 / 204 3.14 / 223 3.00 / 234 2.92 / 240
22 3175 16.07 / 198 13.74 / 231 12.57 / 253 11.99 / 265 11.70 / 271
24 13,756 64.28 / 214 54.96 / 250 50.30 / 273 47.97 / 287 46.80 / 294
26 60,011 257.11 / 233 219.83 / 273 201.19 / 298 191.87 / 313 187.21 / 321
28 334,250 1,028.22 / 325 879.22 / 380 804.22 / 416 767.22 / 436 748.22 / 447

† Number of SHA3 Perm units within the Hash Vector; *Results for 16 SHA3 Perm units are extrapolated and
not implemented on U280 due to high resource utilization.

generation. In contrast, the software baseline faces limitations due to its sequential nature
and less efficient memory management. This especially affects larger polynomial sizes,
resulting in much longer commitment times in the software case.

Overall, we reach more than two orders of magnitude lower latencies for Orion’s
commitment across different parameter sets. These results show that our hardware
acceleration architecture is not only faster across individual components but also leads
to a significant reduction in the overall commitment time. This high-speed speedup is
crucial for applications requiring large zero-knowledge proofs, wherein reducing the total
commitment time directly translates into improved system performance and scalability.

6.4 Accelerating Training of Deep Neural Networks
Training deep neural networks (DNNs) with privacy-preserving methods, such as zero-
knowledge proofs of training (zkPoTs), involves verifying the correctness of the model’s
training without revealing sensitive information. One of the key factors influencing perfor-
mance in these systems is the batch size B, which refers to how many training samples
are processed together in a single iteration. Larger batch sizes increase computational
demands, as more data must be committed and verified during each iteration. The work
in [APKP24] shows that the commitment phase in zkPoTs becomes increasingly demanding
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Table 9: Application Benchmarks for zkPoTs of Deep Neural Networks [APKP24, Kai]
Proofs for LeNet AlexNet
different DNNs B = 4 B = 8 B = 16 B = 4 B = 8 B = 16
Commitment in SW 70.04 93.46 106.6 94.72 139.7 233.7
Total Prover (sec) 112.4 141.8 193.4 262.9 332.6 474.4
Commitment in HW 0.050 0.066 0.134 0.268 0.403 0.673
Total Prover (sec) 42.1 48.4 86.9 168.5 193.3 241.4
Speedup Commit 1408× 1416× 796× 353× 346× 347
Speedup Proof 2.673× 2.929× 2.224× 1.561× 1.720 2.029×

as the batch size grows, particularly for applications like LeNet and AlexNet.
The commitment phase is a critical step in zkPoTs, where model parameters and

gradients are committed securely during each training iteration. More parameters need to
be committed as the batch size increases, thereby increasing the computational burden.
Our hardware accelerator addresses this challenge by introducing a novel graph generation
technique, which drastically improves the efficiency of the commitment process. The results
in Table 9 demonstrate that our architecture achieves a 347× to 1,416× speedup in the
commitment phase compared to the software baseline. This improvement is largely due to
our new graph generation method, which replaces the conventional approach with a highly
efficient, hardware-optimized algorithm. The traditional method of generating graphs for
commitment involves multiple recursive steps that introduce significant overhead. Our
approach eliminates these bottlenecks by generating the graph structure in an iterative,
hardware-friendly manner, allowing it to be processed in parallel across multiple units.

While the commitment phase benefits the most from our optimizations, the overall
zkPoT proof generation process also experiences improvements. As shown in Table 7,
the total speedup for the full proof generation process ranges from 1.561× to 2.929×,
depending on the batch size and model. Although this improvement is more moderate
compared to the commitment phase alone, it still represents an important enhancement in
overall zkPoT efficiency, particularly for larger models and higher batch sizes.

Even modest gains in overall proof generation can have a notable impact when scaling
to real-world applications. In privacy-preserving machine learning tasks like federated
learning or secure multi-party computation, where multiple training iterations occur, these
speedups reduce the overall time to verify model updates, making zkPoTs more practical
for large-scale training scenarios.

In summary, our hardware accelerator handles the increased computational demands of
larger batch sizes in zkPoTs efficiently. The 347× to 1,416× speedup in the commitment
phase eliminates a key bottleneck, while the overall proof generation process benefits
from a 1.561× to 2.929× speedup. These improvements make zkPoT-based deep learning
systems faster and more scalable, ensuring they can handle large-scale training tasks
without compromising on speed or privacy.

7 Conclusion
This work introduced several optimization techniques aimed at improving both the algorith-
mic efficiency and the hardware implementation of Orion. As demonstrated in Section 3.3,
the commitment phase is the most computationally expensive part of the Orion proof
system. Enhancing the efficiency of this phase is critical to improving Orion’s overall
performance, and our optimizations specifically target this bottleneck. We addressed the
high runtime by optimizing the sub-operations within the commitment phase, namely
graph-based linear encoding and Merkle Tree generation.

For linear encoding, we developed a novel iterative approach, replacing the recursive
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graph expansion algorithm with one better suited to hardware implementation. By inverting
the graph generation process, we significantly reduced memory consumption from several
gigabytes to just a few 64-bit seeds resulting in substantial power and latency savings due
to reduced off-chip memory accesses. Our linear encoding results show speedups ranging
from 142× to 381×, depending on the size of the input polynomial. For Merkle Tree
generation, we developed a scalable methodology for hashing and tree generation. This
scalable methodology allows for more compatibility across both high-performance systems
and resource-constrained platforms. The scalability in the hashing allows for a section of 1
to 16 SHA3 units. Depending on the number of units, we achieved speedups ranging from
138× to 2,390× compared to the reference design.

The architectural optimizations introduced in this work led to substantial improvements
in Orion’s commitment phase, particularly by reducing the computational latency. Our
FPGA implementation served as a proof of concept, demonstrating the practicality and
efficiency of these enhancements in hardware. The results clearly illustrate the potential
of this optimized architecture to accelerate prover-side operations, making Orion more
suitable for real-world applications.

8 Future Work
There are several avenues for future research building on the findings of this work. First,
adapting these optimizations for ASIC implementations could further enhance performance
and energy efficiency, particularly for large-scale ZKP deployments. Additionally, optimiz-
ing the loading pattern in linear encoding to take advantage of larger AXI bursts, instead
of relying on single random accesses, could yield further performance gains by better
utilizing memory bandwidth. Extending these optimizations to other zero-knowledge
proof systems beyond Orion could unlock new opportunities to improve the efficiency of
cryptographic protocols in privacy-preserving technologies. Finally, exploring the potential
for implementing full proof generation entirely on hardware would be a promising direction.
However, the heterogeneous nature of the computations involved in proof generation –
involving various arithmetic, logic, and memory access patterns – presents a significant
challenge in achieving this goal.
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A Algorithms & Protocols of Orion

Algorithm 2 Searching Non-expanding Set [XZS22]
1: Let G = (V, E) with L and R the left and right vertex sets of a random bipartite

graph.
2: If ∃v ∈ R with degree d ≥ c

α + 10 ln k, abort. ▷ α = |R|
|L|

3: for each v ∈ L do
4: find set D ⊆ L such that:

- ∀u ∈ D the minimum distance between u and v is ≤ 2 log log k
- ∀u ∈ L \D the minimum distance between u and v is > 2 log log k

5: for all S ⊆ D and |S| ≤ log log k do
6: if Equation 1 does not hold for S then
7: return Found
8: return NotFound

B Baseline Expander Graph Generation
The baseline expander graph G = (L, R, E) as used in Orion, is generated and stored in
memory. The generation algorithm is shown in Algorithm 3. It can be seen that the graph
is stored as a set E of tuples of the form (li, rt, ωi,t). Each tuple describes one edge in
the graph staring at left node li ∈ L and connecting the right node rt ∈ R with a weight
ωi,t. Unlike in our inverted expander graphs, the degree of left nodes c is constant in
Algorithm 3.

https://www.avnet.com/opasdata/d120001/medias/docus/196/XLX-A-U280-A32G-DEV-G-Datasheet.pdf
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Algorithm 3 Baseline Expander Graph Generation Algorithm from [XZS22]
1: function GraphGen(L, R, c) ▷ L, R set of left & right nodes, c is left nodes degree
2: k ← |L|
3: q ← αk ▷ q = |R| = α|L|
4: E ← {}
5: for 0 ≤ i < k do
6: for 0 ≤ j < c do
7: t← rand() mod q ▷ A random vertex index in right subset
8: ωi,t ← field :: random() ▷ A random field element
9: Add edge (li, rt, ωi,t) from left node li to right node rt with weight ωi,t to E

10: j++
11: i++return E

C Statistical Analysis of Expander Graphs
To quantify the properties of an expander graph G = (L, R, E), we use several statistical
tools, focusing on the minimum, maximum, mean, and variance of the degree of vertices.
Therein, we denote the degree of left vertices l ∈ L and right vertices r ∈ R as c and d,
respectively.

In the first step of the analysis, we consider baseline expander graphs with fixed c and
normally distributed d. Orion uses two configurations of expanders, G

(i)
1 and G

(i)
2 , with

{c1, d1, α1} and {c2, d2, α2}, respectively. For both graph types, we experimentally found
the statistical properties as in Table 10 for different N . Note, that the values for c1 = 10
and c2 = 20 are fixed according to Orion’s specifications.

More formally, in graph G
(i)
1 , the expected value E(d1) of the right-side degree d1 can

be computed as in Equation 4 for some polynomial size N . For graph G
(i)
2 , the expected

value E(d2) is computed as in Equation 5 [XZS22].

E(d1) = N · c1

⌊N · α1⌋
= N · 10
⌊N · 0.238⌋ (4)

E(d2) = N ′ · c2

⌊N · α2⌋
= N ′ · 20
⌊N · 0.31⌋ (5)

Therein, N ′ = ⌊⌊N · α1⌋ · r⌋ = ⌊⌊N · 0.238⌋ · 1.72⌋ for the scheme parameter r. The results
of the theoretical computation match the mean results of our experiments reported in
Table 10. In addition, the expected values E(d1) and E(d2) only vary negligibly with
respect to N .

Building on the statistical properties of the reference graphs, especially on E(d1) and
E(d2), we find the parameters for Inverted expander graphs. To compute our inverted
expander graphs, we set d1 and d2 to the rounded expected values, namely d1 = 42 and
d2 = 26. With that, our inverted expander graphs are sufficiently parametrized. The
resulting normal distribution of c1 using our inverted expander graph with d1 = 42 is
shown in Figure 6. Similar investigations can be done for the Normal and the Without
Replacement methods. By using the mean and standard deviations in Table 10, the
parameters for Normal and Without Replacement methods can be easily found.
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Table 10: Statistical properties for baseline expander graphs G
(i)
1 and G

(i)
2

N
c1 Min c1 Max c1 Mean c1 Variance
d1 Min d1 Max d1 Mean d1 Variance

215 10 10 10.0 0.0
21 67 42.0 40.9

215 10 10 10.0 0.0
21 72 42.0 42.3

215 10 10 10.0 0.0
22 67 42.0 41.5

220 10 10 10.0 0.0
18 72 42.0 42.0

220 10 10 10.0 0.0
16 77 42.0 42.0

220 10 10 10.0 0.0
17 75 42.0 41.7

(a) Graph G
(i)
1 with fixed c1 = 10

N
c2 Min c2 Max c2 Mean c2 Variance
d2 Min d2 Max d2 Mean d2 Variance

215 20 20 20.0 0.0
8 47 26.3 26.5

215 20 20 20.0 0.0
8 47 26.3 27.0

215 20 20 20.0 0.0
8 51 26.3 26.4

220 20 20 20.0 0.0
7 51 26.4 26.4

220 20 20 20.0 0.0
6 57 26.4 26.3

220 20 20 20.0 0.0
6 57 26.4 26.3

(b) Graph G
(i)
2 with fixed c2 = 20
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