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Abstract. In this paper we propose a constant time lattice reduction algorithm
for integral dimension-4 lattices. Motivated by its application in the SQIsign post-
quantum signature scheme, we provide for the first time a constant time LLL-
like algorithm with guarantees on the length of the shortest output vector. We
implemented our algorithm and ensured through various tools that it indeed operates
in constant time. Our experiments suggest that in practice our implementation
outputs a Minkowski reduced basis and thus can replace a non constant time lattice
reduction subroutine in SQIsign.
Keywords: LLL · BKZ · constant time · isogenies · SQIsign

1 Introduction
Due to the recent advancements in quantum technology it is highly important to design
primitives that remain secure even if an adversary possesses a large-scale quantum computer.
The National Institute of Standards and Technology (NIST) launched its first post-quantum
standardization effort in 2016 which partially concluded in 2022 by the selection of one key
exchange and three digital signature schemes (https://www.nist.gov/pqcrypto). Even
though three digital signatures were selected for standardization, several important issues
remained: Dilithium signatures and public keys are large, Falcon is using floating-point
arithmetic (thus hard to implement securely) and SPHINCS+ is impractical for many use
cases, and suggested mostly as a conservative choice for special purpose applications. Most
importantly, the two main choices both rely on structured lattices and it is prudent to
have alternative options in case the hard problems underlying structured lattice-based
schemes admit efficient (classical or quantum) algorithms.

Thus NIST launched a new call specifically for digital signature schemes explicitly
to address the aforementioned issues. One of the candidates is SQIsign [CSSDF+23], an
isogeny-based signature scheme. Even though previous NIST candidate SIKE suffered
a devastating attack [CD23], SQIsign is unaffected as the attack heavily relies on extra
information provided in SIKE. The main advantage of SQIsign is its small public keys
and signatures. The drawback of SQIsign is slow signing and verification. However, it
has to be noted that verification is considerably faster than signing and recent advances
[BFD+24],[NO24],[DF24],[AAA+25] have provided significant improvements.
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The signing procedure in SQIsign is relatively complex, especially compared to other
NIST submissions. Thus at the time of the first round submission, none of the major
subroutines were implemented in constant-time (and there has been no official update
since). Signing entails computations involving integers (dubbed the quaternion side) and
computations in finite fields (dubbed the elliptic curve side). Algorithms used on the
quaternion side are very different in nature compared to any other NIST submissions thus
making them constant time requires novel techniques to ensure protection against timing
attacks. This paper focuses on lattice algorithm aspects relevant to SQIsign. The lattices
occurring on SQIsign’s quaternion side are different from lattices used in lattice-based
cryptography: they have very low dimension (dimension 4 and 2) but large determinant
(usually around 512 bits). Furthermore, lattice reduction techniques are primarily used in
cryptanalysis, hence have not been considered in a constant time setting.

Our contributions. We present a constant time LLL-like algorithm for dimension-4
integral lattices. Here “constant time” means that the running time is independent of
the input lattice once the size of integers is fixed, as long as the input is valid. Existing
LLL-type algorithms [LLL82, NS09b] do not have this feature: conditional swaps inside
LLL depend on the shape of the lattice. Our algorithm is reminiscent of the BKZ reduction
with block size 2 [Sch87]. As the main subroutine it uses our constant time implementation
of the shortest vector algorithm for dimension-2 lattices.

There are three main challenges proving that our algorithm is constant time. First, we
show how to bound the number of iterations in the dimension-2 shortest vector algorithm
known as Lagrange reduction. For that we adapt the analysis of the Lagrange/Gauss
algorithm due to Vallée [Val91]. Second, we need to bound the number of ‘bkz-tours’
(a value proportional to the amount of required Lagrange calls). Adapting the analysis
of BKZ reduction from [HPS11] to our setting, we show how to bound the number of
bkz-tours while having a guarantee on the length of the shortest output vector. Third, in
order to guarantee constant time arithmetic we need to bound the sizes of integers that
appear during all computations. As our algorithm internally operates on the same objects
as the original LLL algorithm [LLL82], we adapt the integer size analysis from there.

We implemented our algorithm in C. We rely on our non-optimized constant time
implementation of integers and rationals which partially replaces the variable-time functions
on multi-precision integers from the library GMP [Gt] which the NIST submission used.

We provide extensive experimental evidences that in our implementation we output
bases that satisfy the requirements of SQIsign. Concretely, in practice our algorithm
returns a Minkowski reduced basis (which is a very strong notion of reducedness) after
a small number of bkz-tours. We ensured our implementation is constant time using
ctgrind [Lan10] and the statistical analyzer RTLF [DME+24, ME24]. To the best of our
knowledge, RTLF implements the most advanced statistical evaluation methodology and is
able to detect statistical differences better than other existing tools. Finally we compared
our implementation to the LLL implementation used in [CSSDF+23] with respect to
performance. We note that we do not analyze our implementation against active side-
channels attacks, e.g., fault injections as this is beyond the scope of this work. We should
also remark that even though our LLL routine makes a significant step towards constant
time SQIsign, it is not the only routine that has to be taken care of to claim constant
timeness of the whole signature.

The code together with various test results are available at https://github.com/
CTlll-SQIsign/CTlll-SQIsign.

Impact on SQIsign variants. SQIsign is a isogeny- and quaternion-based scheme, as
explained in Section 2. In the original SQIsign variants [DFKL+20],[DFLLW23] as well
as the Après-SQI variant [CEMR24] (which uses essentially the same signing procedure),

https://github.com/CTlll-SQIsign/CTlll-SQIsign
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lattice reduction is required by the KLPT algorithm. This algorithm is needed for
transforming an ideal in a quaternion algebra into an equivalent ideal of very smooth
and not too large norm suitable for conversion into a representable isogeny. Since the
attacks on SIDH [CD23] have allowed us to efficiently represent some non-smooth degree
isogenies, several new variants of SQIsign emerged: SQIsignHD [DLRW24], SQIsign2D-
West [BFD+24], SQIsign2D-East [NO24],[CCI+24] and SQIPrime [DF24], of which the
latter three will be published at Asiacrypt 2024. These variants do not use the full KLPT
[KLPT14] algorithm anymore (even though SQIsign2DEast uses its SpecialEichlerNorm
variant), since they only require an equivalent ideal of short norm (which is not necessarily
smooth). This shortness requirement means that there is still need for lattice reduction.

Related work. The study of the quaternion side of SQIsign with respect to constant-
timeness was begun in [JMKR23]. This paper focused exclusively on Cornacchia’s algorithm
(and how recovering inputs to Cornacchia’s algorithm lead to a key recovery attack) and
its use in the original SQIsign scheme from [DFKL+20, DFLLW23], proposing both a
constant-time and a masking approach for this algorithm. [JMKR23, Algorithm 10] is a
proposal for dimension 2 lattice reduction used for representing integers as sum of two
squares. This algorithm takes the input basis obtained from the integer to be represented
and randomizes it in a suitable fashion, then runs the usual Lagrange reduction. Its
runtime is not actually constant, but at best independent from the input integers. No
proof of this independence is given, but only experimental validation using a t-test. Our
paper goes beyond that approach in many ways. First, we provide a proven constant-time
version of Lagrange reduction. Second, since SQIsign actually requires lattice reduction
for dimension 4 lattices, while Lagrange reduction only applies directly to dimension 2,
we also provide constant-time algorithms for the dimension 4 case together with rigorous
proofs. Finally, we use RTLF instead of the standard t-test for experimental validation of
our implementation.

Another paper on side-channel attacks on SQIsign focusing on fault attacks appeared
in 2024 [LHK+24], which did not focus on lattice reduction. To the best of our knowledge,
there are no other works on securing the quaternion side of SQIsign against side-channel
attacks.

Organization of the paper. We first fix notations and terminology in Section 2. That
section also explains where in SQIsign lattice reduction is required, and introduces classical
concepts and algorithms for lattice reduction. Then we present our constant-time lattice
reduction algorithm in Section 3. First we describe constant-time adaptations of its building
blocks including the Lagrange algorithm in Section 3.1, then we state and analyse our
BKZ-2 variant in Section 3.2. Finally, we explain our implementation in Section 4. First
we study which inputs it will be given in SQIsign in Section 4.1. We verify its correctness
in Section 4.2, then its constant-timeness in Section 4.3 and finally its performance when
compared to to the LLL implementation from [CSSDF+23] in Section 4.4.
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grant "EXCELLENCE-151343". Kutas is also supported by the János Bolyai Research
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2 Preliminaries
2.1 Notations and conventions
We denote matrices as bold upper case letters (e.g. B). Their (column) vectors are
denoted as bold lower case letters (e.g. bi). We denote by ∥b∥ the Euclidean norm of
b. The transpose of B is denoted as BT . A submatrix (bi, . . . , bi′) of B is denoted as
B[i, . . . , i′], i′ ⩾ i.

For a statement s we define I(s) to be equal to 1 if s holds and 0 otherwise. The bitsize
of an integer n is defined as ⌈log2 |n|⌉.

In this work we assume that the following operations are constant time as long as the
bitsizes of their operands are explicitly bounded from above.

• Addition, subtraction, multiplication of rationals and integral division of integers.

• Comparisons =, >, <,⩾,⩽ of two rationals and rounding towards left ⌊•⌋, right ⌈•⌉
and nearest integer ⌊•⌉.

• Assigning (denoted :=), swapping and copying numbers. Also conditionally, denoted
assignc(·, ·) (assigns the first value if c is true, otherwise the second) and swapc(·, ·)
(swaps if c is true) as long as the condition c can be evaluated in constant time.

• Accessing an i-th element of an array for some i ⩾ 0, in time independent of the
content of the array (but access time can depend on the index i).

These assumptions apply to large integers and rationals. They are not satisfied by most
libraries for big integers. Even GMP [Gt] which proposes some constant-time operations,
does not cover all of these operations. Care must therefore be used when implementing
our results.

For n ∈ N we say that q : Rn → R+ is a quadratic form if the following conditions hold:

• For all λ ∈ R and v ∈ Rn we have: q(λ · v) = λ2 · q(v)

• We have that ⟨u, v⟩q defined as 1
2 (q(u + v)− q(u)− q(v)) is a positive definite

symmetric bilinear form. This implies q(v) = ⟨v, v⟩q. For brevity we will refer to
positive definite symmetric bilinear forms as “inner products”.

We will be focusing on the Euclidean norm here since every statement in this work holds
for any norm induced by a quadratic form (see [Coh93, Section 2.5]).

2.2 Isogenies and quaternions
Let E1 and E2 be elliptic curves defined over a finite field of charactersitic p. An isogeny
between E1 and E2 is a non-constant rational map which is also a group homomorphism.
The degree of a (separable) isogeny is the size of its kernel. An isogeny from E to itself is
called an endomorphism and endomorphisms (together with the 0 map) form a ring under
addition and composition. An elliptic curve is called supersingular if its endomorphism
ring is non-commutative.

One can actually give a much more precise statement on the structure of these endomor-
phism rings. A rational quaternion algebra is a Q-algebra generated by a basis 1, i, j, k with
the relations ij = k, ij = −ji and i2 = a, j2 = b where a, b ∈ Q. An order in a quaternion
algebra is a subring containing 1 which is also a four-dimensional Z-lattice. An order is
maximal if it is maximal with respect to inclusion. The Deuring correspondence tells us
that the endomorphism rings of supersingular elliptic curves are maximal orders in a certain
rational quaternion algebra. If p ≡ 3 (mod 4), then this quaternion algebra is given by the
relations i2 = −1, j2 = −p (in full generality the quaternion algebra in question is the one
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ramified at p and ∞). This quaternion algebra is denoted by Bp,∞. The conjugate of an
element x = x1+xii+xjj+xijij ∈ Bp,∞ is x̄ = x1−xii−xjj−xijij, and the reduced norm
of x is nrd(x) = xx̄ ∈ Q. This "norm" therefore is a quadratic form, and defines a symmetric
bilinear form < a, b >= 1

2 (nrd(a + b)− nrd(a)− nrd(b)) = a1b1 + aibi + p(ajbj + aijbij).
The Deuring correspondence actually provides a deeper connection between supersin-

gular elliptic curves and maximal orders. Namely isogenies from E1 to E2 correspond to
left ideals of End(E1) and right ideals of End(E2). The norm of an ideal can be defined
as the greatest common divisors of the reduced norm of all the elements. The norm of
an ideal corresponds to the degree of an isogeny. There is a relatively simple geometric
interpretation of the correspondence between left ideals and isogenies. Namely one can
look at the set of all isogenies between E1 and E2 denoted by Hom(E1, E2). This is
clearly a Z-module but the degree function also equips it with a scalar product, so one
can actually view Hom(E1, E2) as a Euclidean lattice. This is indeed a four-dimensional
lattice with determinant p2. Voight in [Voi21, Lemma 42.2.8] gives a precise connection
between left ideals and Hom(E1, E2) (i.e., the Gram matrices of these lattices only differ
by multiplication of the norm of an ideal).

2.3 SQIsign variants
The main hard problem in isogeny-based cryptography is to find isogenies (often of a
certain degree) between supersingular elliptic curves. On the quaternion side this problem
is actually easy, one particular solution is given in [KV10]. The reason that the isogeny
problem is still hard is that computing endomorphism rings is believed to be hard, i.e.,
it is hard to move from the elliptic curve world to the quaternion world. This motivates
the concept of the SQIsign identification scheme from [DFKL+20]. Let E0 be a special
supersingular elliptic curve of known endomorphism ring. Let τ : E0 → EA be a secret
isogeny and let EA be public. Then the prover computes a commitment isogeny E0 → E1
and the verifier responds with a challenge isogeny φ : EA → E2. The prover then responds
with a certain isogeny σ : E1 → E2. The verifier accepts if it is indeed an isogeny between
the two curves and some other technical condition (composed with the dual of φ it is still
cyclic) is satisfied. This technical condition is needed to avoid the simple attack where a
prover generates the commitment isogeny from EA. This is summarized in Figure 1.

E0 E1

EA E2

ψ

τ σ

φ

Figure 1: SQIsign

Remark 1. Actually in [DFKL+20] the scheme is not exactly like Figure 1. Namely,
the challenge is generated from E1 and the response is an isogeny between EA and E2.
However, this layout changed to Figure 1 in later SQIsign variants and is equivalent to the
original layout from a security standpoint.

The main point of this concept is that a prover who knows the witness knows the
endomorphism ring of every single curve in Figure 1 hence can respond with a suitable
isogeny. Whereas a dishonest prover does not know the endomorphism ring of EA hence
cannot fully transform the problem to the quaternion side.

Even though this concept is relatively simple, actually making it practical is quite
daunting. The first problem one encounters is that [KV10] returns some left ideal of
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random norm. Therefore, when one naturally translates it to an isogeny it is likely to
have a non-smooth degree hence there is no obvious way to represent it to ensure fast
verification. This problem is resolved via [KLPT14] and [DFKL+20] where one computes
a connecting ideal whose norm is a power of 2 (thus can be represented as a chain of degree
2 isogenies). The main drawback of this construction is that the isogeny returned is quite
long (which actually poses some technical difficulties) and the zero knowledge property
relies on an ad hoc assumption. This is the high level concept of the original SQIsign
protocol.

Newer variants of SQIsign [DLRW24],[BFD+24],[NO24],[DF24] circumvent this problem
in a different manner. Namely one can actually represent a non-smooth degree isogeny
using higher dimensional isogenies. This eventually leads to faster and more secure versions
of SQIsign. Nevertheless, finding more efficient versions of SQIsign is still an active research
area thus both types of methods need some consideration.

One common point in all methods however, is finding a relatively small norm connecting
ideal between two maximal orders (i.e., a short vector in Hom(E1, E2)), which requires
to use some form of a lattice reduction. This is important in all variants as it governs
the degree of the response isogeny, on which depends the speed of verification, as well
as the size of the signature. Hence it is highly important to have subroutines for finding
elements of small reduced norm in a left ideal, or equivalently in Hom(E1, E2). Since this
procedure is a crucial step in computing the response isogeny (i.e., in a Fiat-Shamir setting
in signing), one has to have a constant-time implementation of this step to avoid potential
timing attacks. blue Finally, we believe that since lattice reduction plays an important
role providing compact representations of ideals, any quaternion-based scheme will need it
as a subroutine. However, so far no lattice reduction algorithm with input-independent
runtime and sufficient guarantees on its output quality is known.

2.4 Lattices
A lattice L is a discrete additive subgroup of Rn endowed with an inner product ⟨•, •⟩.
Here n ∈ N is called the dimension of the ambient space. We consider the case of full-rank
lattices where L =

⊕n−1
i=0 Zn · bi for some linearly independent bi ∈ Rn, 0 ⩽ i < n . In

that case the lattice L is said to have its rank equal to n. The corresponding matrix with
columns (b0, . . . , bn−1) is called a basis of L. For n ⩾ 2 any dimension-n lattice admits
an infinite number of bases. If B and B′ are bases of L then it holds that B = B′ ·U for
some U ∈ Zn with det U = ±1.

A lattice with basis B is denoted as L(B). The matrix

G = (⟨bi, bj⟩)0⩽i,j<n ∈ Rn×n

is called the Gram matrix of L(B). The determinant of L(B) is defined as (det G )1/2.
The norm of a shortest nonzero vector of L is denoted as λ1(L). The problem of finding a
vector that attains λ1 is called the Shortest Vector Problem (SVP).

For the vector space Rn we recall the notion of the Hermite constant defined as
γn = max minv∈Zn\{0} q(v)

det(q)1/n where the maximum is taken over all q being positive definite
quadratic forms over Rn. The maximum exists [Ngu09] and by definition is independent
of a considered quadratic form q.

The Gram-Schmidt vectors {b∗
0, . . . , b∗

n−1} of a basis B are defined as follows. The
first Gram-Schmidt vector b∗

0 is equal to b0. The (n− 1) remaining Gram-Schmidt vectors
are defined recursively as b∗

i = bi −
∑i−1
j=0

⟨bi,b∗
j ⟩

∥b∗
j

∥2 · b∗
j . We call the quantities

µi,j =
⟨bi, b∗

j ⟩
∥b∗

j∥2 , 0 ⩽ i < n, 0 ⩽ j < i and ri,j = ⟨bi, b∗
j ⟩, 0 ⩽ i < n, 0 ⩽ j ⩽ i
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the Gram-Schmidt coefficients. It holds that ri,i = ∥b∗
i ∥2, µi,j = ri,j

rj,j
. Given the Gram

matrix of a basis one can compute the corresponding Gram-Schmidt coefficients efficiently
using the Cholesky factorization algorithm [NS09a, Fig. 4]. We will make use of the
projections orthogonally to the first i < n Gram-Schmidt vectors which we denote as

πi(v) = v−
∑
j<i

⟨v, b∗
j ⟩

∥b∗
j∥2 · b

∗
j .

By the i’th projective sublattice of a rank β < n−i we refer to the lattice L(πi([bi, . . . , bi+β−1]))
where the projection is applied to each vector of B[i, . . . , i + β − 1]. It also holds that
detL(B) =

∏n−1
i=0 ∥b∗

i ∥.

2.5 Lattice reduction
Here we define the notions of lattice reductions, namely size reduction, Lagrange reduction,
and LLL reduction.

Size reduction There are several notions of reducedness. A basis B is called size reduced
if |µi,j | ⩽ 1/2, 0 ⩽ i < n, j < i. Algorithm 2.1 shows how to obtain a size reduced basis.

Algorithm 2.1 Size reduction
Input: B ∈ Zn×n – a basis of a lattice.
Output: B ∈ Zn×n – a size reduced basis of L(B)
1: for i = 0 to n− 1 do
2: for j = i− 1 to 0 do
3: Compute {µι,j}0⩽ι⩽i,j<ι corresponding to B
4: bi := bi − ⌊µi,j⌉ · bj

return B

At step 4 of Algorithm 2.1 the current value of µi,j is replaced by µi,j − ⌊µi,j⌉ while
all µi,j′ remain unchanged for all j′ > j. Hence, after the execution all |µi,j | ⩽ 1/2 and
the resulting basis is size reduced.

Lagrange reduction A basis B of rank-2 lattice L ⊂ Qm, m ∈ N, m > 1 is said to
be Lagrange reduced if the two following conditions are satisfied: ∥b0∥ ⩽ ∥b1∥ and
⟨b0, b1⟩ ⩽ |b0∥2/2 where the norm corresponds to a quadratic form q. An algorithm that
performs the Lagrange reduction of a basis is presented in Algorithm 2.2. It receives as
input a basis matrix B and the corresponding Gram matrix G and shortens the projections
of bi onto b∗

j , 0 ⩽ i < i.
We call a size reduced basis B of L HKZ reduced if ∥b0∥ = λ1(L) and ∥b∗

i ∥ = λ1(πi(B)).
In dimension 2 Lagrange reduced bases are also HKZ reduced [Val91, Proposition 1]. In
order to proceed we need the following lemma

Lemma 1. For any HKZ reduced basis B we have ∀i < n− 1,

∥b∗
i ∥ ⩽

√
γn−i ·

n−1∏
j=i
∥b∗

j∥

 1
n−i

.
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Algorithm 2.2 Lagrange reduction
Input: B ∈ Qm×2 – a basis of a lattice

G = (BT ·B) – a Gram matrix corresponding to B.
Output: B ∈ Zm×2 – a Lagrange reduced basis of L(B)

G = (BT ·B) – a Gram matrix corresponding to reduced B.
1: repeat
2: µ := ⟨b1,b0⟩

∥b0∥2

3: b1 := b1 − ⌊µ⌉b0 ▷ “Size reduction”
4: G1,1 := G1,1 − (2⌊µ⌉ ·G1,0 − ⌊µ⌉2 ·G0,0)
5: G1,0 := G1,0 − ⌊µ⌉ ·G0,0
6: b0, b1 := b1, b0 ▷ “Swap”
7: G0,0, G1,1 := G1,1, G0,0
8: until ∥b0∥ ⩾ ∥b1∥
9: b0, b1 := b1, b0

10: G0,0, G1,1 := G1,1, G0,0
11: return B, G

LLL reduction Since our constant time lattice reduction algorithm will be partially based
on the celebrated LLL algorithm [LLL82] we define for 1/2 < δ < 1 the notion of δ-LLL
reducedness as follows. A basis B ∈ Zn×n is said to be LLL reduced if |µi,j | ⩽ 1/2 ∀ 0 ⩽
i < n, j < i and δ2ri,i ⩽ µ2

i,i+1 · ri,i + ri+1,i+1 where the GSO coefficients are computed
w.r.t. the inner product corresponding to a quadratic form q.

To claim constant time, we need to bound the bitsizes of integers involved in the
computations. For this we use a bound proved in [LLL82]. Even though our algorithm is not
classical LLL, internally we are computing the same objects, namely the GSO coefficients,
and they determine the required integer sizes as proved in [LLL82, Proposition 1.26]. We
formulate here a precise version of this result, its proof can be directly reconstructed from
the proof of [LLL82, Proposition 1.26].

Lemma 2 ([LLL82, Proposition 1.26]). Let B ∈ Zn×n be a basis of an integer dimension-
n lattice and B = maxi∥bi∥2. Then all corresponding ri,j , µi,j can be represented with
fractions of integers of size of at most n + 3(n−1)

2 · log B + logn
2 + 1 bits.

3 Constant time LLL
In this section we first introduce the building blocks our variant of lattice reduction
algorithm will utilize. Next, we present our constant time BKZ-2 algorithm, argue on its
constant timeness, as well as on guarantee of the output basis.

3.1 Constant time building blocks
Our lattice reduction algorithm requires several subroutines that allow us to compute and
update the Gram-Schmidt coefficients. In this section we show constant-time algorithms
for these tasks.

GSO via Cholesky In order to keep all coefficients of a Gram matrix updated we use the
Cholesky algorithm given in [NS09a]. It takes as input the Gram matrix G of a basis B and
outputs the corresponding Gram-Schmidt coefficients {µi,j}0⩽i<4,j<i and {ri,j}0⩽i<4,j<i
valid for all i ⩽ ρ for a given parameter ρ ∈ {0, 1, 2, 3} and not necessarily valid for i > ρ.
The reason why we introduce the indices ℓ and ρ is the fact that we are usually interested
in updating the Gram-Schmidt coefficients in a lazy manner after updating some basis
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vectors, saving us some computations. This routine is presented in Algorithm 3.1. From
the presented pseudocode it follows that the algorithm is constant time provided that we
can bound the sizes of the integers the algorithm manipulates with.

Algorithm 3.1 Cholesky
Input: G = (BT ·B) – a Gram matrix corresponding to B ∈ Z4×4.

{µi,j}0⩽i<4,j<i, {ri,j}0⩽i<4,j<i – corresponding Gram-Schmidt coefficients
valid for all i < ℓ,
ℓ, ρ ∈ {0, 1, 2, 3}, ℓ ⩽ ρ.

Output: {µi,j}0⩽i<4,j<i, {ri,j}0⩽i<4,j<i – corresponding Gram-Schmidt coefficients
valid for 0 ⩽ i ⩽ ρ.

1: for i = ℓ to ρ do
2: for j = 0 to i− 1 do
3: ri,j := Gi,j

4: for k = 0 to j − 1 do
5: ri,j := ri,j − µj,kri,k

6: µi,j = ri,j/rj,j

7: ri,i = Gi,i

8: for j = 0 to i− 1 do
9: ri,i := ri,i − µi,jri,j

return {µi,j}0⩽i<4,j<i, {ri,j}0⩽i<4,j<i

Constant time size reduction Below we introduce Algorithm 3.2 that, when called on
a basis B for 0 ⩽ i < n, results in a size reduced basis of L(B). While Algorithm 2.1 is
already constant time for a fixed dimension and precision, we use its modified version that
uses solely the Gram matrix of a basis. The design rationale behind this decision is that
the Gram matrix of an integral basis is exact and by performing operations on a basis we
do not lose the accuracy. In addition, that simplifies the required arithmetic operations
and allows us SQIsign-specific optimizations explained in Section 4.4.

Lemma 3. On its input Algorithm 3.2 size reduces the i’th vector of B. If B =
maxi ∥bi∥2 = maxi Gi,i is bounded from above, the algorithm’s complexity depends only
on i ∈ {1, 2, 3}. The algorithm operates with integers of bitsize bounded by ⌈6 + 11

2 · log B⌉.

Proof. Let B ∈ Z4×4 be a matrix, G = BT · B and i ∈ {1, 2, 3}. First, notice that
{µι,κ}ι⩽i,κ<ι and {rι,κ}ι⩽i,κ⩽ι are valid at the beginning of each operation of the main
loop. Within an iteration of this loop, Steps 2–8 perform the size-reduction using the
Gram-matrix, Step 10 updates all Gram-Schmidt coefficients for ι < i + 1.

For a fixed i each line of the algorithm is executed a constant number of times. We
have no branching and all arithmetic operations are constant time except maybe in i. The
algorithm operates on G and the GSO coefficients µij , ri,j . Entries of G require ⌈log B⌉
bits, while the bitsize of entries of GSO are bounded from above in Algorithm 3.2. Thus,
the bound on the bitsize of integers involved comes from substituting n = 4 into Lemma 2
for a non-reduced basis B.

For our purposes we also need an algorithm that updates the Gram matrix of B after
a transformation of the form [bi, bi+1]← [bi, bi+1] ·U for some U ∈ SL2(Z).

The intuition behind Algorithm 3.3 is straightforward. Let G be a non-updated Gram
matrix and let G′ denote the updated one. It will be easier to look at the three zones
of the elements of G as in Figure 2. The following are the results of straightforward
computations. In region I, we have the relations from the Step 3. Analogously, the values
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Algorithm 3.2 size_red
Input: B ∈ Z4×4 – a basis.

i ∈ {1, 2, 3} – an index.
G ∈ Z4×4 – the Gram matrix of the input basis B ∈ Z4×4.
{µι,j}, {rι,j} – Gram-Schmidt coefficients valid for 0 ⩽ ι < i + 1.

Output: B ∈ Z4×4 – a basis after the size reduction of bi.
G – a Gram matrix after the size reduction of bi.
{µι,j}0⩽ι<n,j<ι, {rι,j}0⩽ι<n,j⩽ι – corresponding Gram-Schmidt
coefficients valid up to the (i + 1)’th column.

1: for j = i− 1 to 0 do
2: µ := ⌊µi,j⌉
3: g(i,j), g(j,j) := Gi,j , Gj,j

4: for κ = 0 to i do
5: X := assignκ⩽j(Gj,κ, Gκ,j) ▷ Conditional assignment
6: Gi,κ = Gi,κ − µ ·X
7: for κ = i + 1 to 3 do
8: Gκ,i = Gκ,i − µ ·Gj,κ

9: Gi,i := Gi,i − 2µg(i,j) − µ2g(j,j)

10: {µi,κ}κ<i, {ri,κ}κ⩽i := cholesky(G, {µi,κ}κ<i, {ri,κ}κ⩽i, i, i)
11: Bi := Bi − µ ·Bj

12: return B, G,{µι,j}0⩽ι<n,j<ι, {rι,j}0⩽ι<n,j⩽ι

Algorithm 3.3 update_after_svp
Input: G ∈ Z4×4 – a Gram matrix of a basis B ∈ Z4×4.

U ∈ Z2×2 – a unimodular matrix.
i ∈ {0, 1, 2} – an index.

Output: G ∈ Z4×4 – a Gram matrix of basis after the transformation
[bi, bi+1]← [bi, bi+1] ·U.

1: g0, g1, g2 := Gi,i, Gi+1,i+1, Gi+1,i
2: for j = 0 to i− 1 do
3: Gi,j , Gi+1,j := U0,0 ·Gi,j + U1,0 ·Gi+1,j , U0,1 ·Gi,j + U1,1 ·Gi+1,j

4: for ι = i + 2 to 3 do
5: Gι,i, Gι,i+1 := U0,0 ·Gι,i + U1,0 ·Gι,i+1, U0,1 ·Gι,i + U1,1 ·Gι,i+1

6: Gi,i := U2
0,0 · g0 + 2U0,0 ·U1,0 · g2 + U2

1,0 · g1
7: Gi+1,i+1 := U2

0,1 · g0 + 2U0,0 ·U0,1 · g2 + U2
1,1 · g1

8: Gi+1,i := U0,1 ·U0,0 · g0 + (U0,1 ·U0,1 + U0,0 ·U1,1) · g2 + U1,0 ·U1,1 · g1
9: return G



O.Hanyecz, A.Karenin, E.Kirshanova, P.Kutas, S.Schaeffler 11

of the region III are updated in Step 5. The explicit formulas for the three elements from
zone II are the ones used in Steps 6-8.

I II
III

i

i + 1

j j + 1

Figure 2: Regions of the Gram matrix to be updated

Lemma 4. On its input Algorithm 3.3 returns a valid Gram matrix G of B after the
transformation [bi, bi+1] ← [bi, bi+1] ·U. If i is fixed and both maxj⟨bj , bj⟩, 0 ⩽ j ⩽ 3
and maxi,j∈{0,1} |Ui,j | are bounded from above, its complexity is independent of an input.
The algorithm operates with integers of bitsizes bounded by

max
{

log2

(
4 ·max

i
|Ui,j |2 ·max

i
∥bi∥2

)
, n + 3(n− 1)

2 · log B + log n

2 + 1
}

.

Proof. The correctness follows by technical, but straightforward calculations. Hence it
suffices to prove the bound on the bitsizes of the integers involved.

All variables computed in Algorithm 3.3 are integral. The bitsizes are dominated by
the values used in Lines 6-8. For Line 6 and the updated value of G′

i,i we have:

|G′
i,i| ⩽

∣∣U2
0,0Gi,i

∣∣+ 2 |U0,0U0,0Gi,i|+
∣∣U2

1,1Gi+1,i+1
∣∣ ⩽ 4 ·max

i
|Ui,j |2 ·max

i

2∥bi∥.

The same bound also applies to Line 7 and to Line 8 since |U0,1 ·U0,1 + U0,0 ·U1,1| ⩽
2|maxiUi,j |. Taking the maximum of this bound and the one from Lemma 2 applied to
the entire lattice gives the result.

Constant time Lagrange reduction Next we describe a constant time version of the
Lagrange algorithm that works with Gram matrices. We are interested in an algorithm
reducing bases B ∈ Q4×2, as such bases will appear in our constant time version of LLL
reduction. The routine is presented in Algorithm 3.4.

Lemma 5. Let B = (b0, b1) ∈ Q4×2 be a basis of a dimension-2 lattice L with det(BT ·
B)1/2 ⩾ 1. Let G be its Gram matrix and d ∈ N is the smallest natural number such
that d ·B ∈ Z4×2. Then given G and T = maxi log√

3 ∥dbi∥+ 2, Algorithm 3.4 returns U
such that B ·U is Lagrange reduced. If the bitsizes of all Gi,j are bounded from above, the
runtime of Algorithm 3.4 is independent of its input. The maximal bitsize of the integers
used during the computations is bounded by ⌈maxi,j log

(
d2|Gi,j |

)
⌉+ 1.

Proof. Let ℓ = ∥db0∥2 + ∥db1∥2 ⩽ 2 · maxi∥dbi∥2. Then the number of iterations of
the main loop to guarantee that the output is Lagrange reduced is 1

2 log√
3 d2ℓ + 2 ⩽

maxi
(
log√

3 ∥dbi∥
)

+ 2 due to [Val91, Corollary 1].
Since we cannot guarantee that ∥b0∥ ⩽ ∥b1∥ after the execution of the loop we swap

b1 and b0 conditionally.



12 Constant time lattice reduction in dimension 4 with application to SQIsign

Algorithm 3.4 Lagrange
Input: G ∈ Q2×2 – a Gram matrix of a basis B ∈ Q4×2.

T ∈ N – number of iterations.
Output: U ∈ Z2×2 – a unimodular matrix such that B ·U is

Lagrange reduced.

1: U :=
(

1 0
0 1

)
.

2: for c = 1 to T do
3: µ := G1,0/G0,0
4: G1,1 = G1,1 − (2⌊µ⌉ ·G1,0 − ⌊µ⌉2 ·G0,0)
5: G1,0 = G1,0 − ⌊µ⌉ ·G0,0
6: U1 = U1 − ⌊µ⌉ ·U0
7: G0,0, G1,1 := G1,1, G0,0
8: U0,0, U1,1 := U1,1, U0,0

9: swapG1,1<G0,0(U0, U1)
10: return U

To prove the constant timeness we need to prove that we have an upper bound on
the size of the largest integer encountered by the algorithm and that all operations can
be performed in constant time provided that their input is of bounded bitsize. In Step 3
we have µ = G1,0/G0,0. For its numerator we have that |G1,0| ⩽ maxi(|G0,0|, |G1,1|)
the same bound is applied to the denominator and, thus, the bitsize of µ is bounded. In
Steps 4-5 the arithmetic is integral and the values of G1,0, G1,1 cannot increase and thus
their bitsizes are bounded as well. Steps 7-8 are swaps and the sum of the bitsizes remains
constant.

At Step 6 the values |Ui,j |i,j∈{0,1} are bounded from above as

|Ui,j |i,j∈{0,1} ⩽ max(∥bi∥) ·max
i

(∥b′
i∥)/|det B| ⩽ max(∥bi∥) ·max

i
(∥b′

i∥)/|det B|

due to [NS16, Eq. (2)] for B′ = B ·U. Since the value of maxi(∥b′
i∥) cannot increase during

the algorithm we have that max ∥b′
i∥ ⩽ max ∥bi∥ and, hence, the norms of the coefficients

of U are bounded from above at each loop as |Ui,j |i,j∈{0,1} ⩽ max2
i (∥bi∥)

| det B| . Since U is
integral and |det B| ⩾ 1, the maximal bitsize of the entries of U is at most log2 maxi ∥bi∥2.
The bound on the bitsizes of the involved integers follows from the bound on the numerator
of µ1,0 which is equal to G1,0 ⩽ maxi,j Gi,j and the fact that d ·G ∈ Z2×2 and hence
d2 ·B ∈ Z4×2. Add one bit to account for the sign to get the bound.

3.2 Constant-time BKZ-2 in dimension 4
As all necessary routines have been presented, we are ready to discuss an algorithm that
reduces 4-dimensional lattices. For that one could use the celebrated LLL algorithm [LLL82].
Yet, it is not straightforward how to make this algorithm constant time due to nontrivial
branching within the algorithm. To obtain an LLL-like lattice reduction algorithm we
propose Algorithm 3.5 mimicking the BKZ algorithm [Sch87] with block size 2.

Our algorithm: BKZ-2 The BKZ lattice reduction algorithm proceeds by considering
consequent projective lattices πi([bi, bi+1]) for 0 ⩽ i < 3. It Lagrange reduces these
lattices and returns the corresponding transformation matrix U. This matrix is then
applied to [bi, bi+1] ensuring that the projection of these vectors against first max(0, i− 1)
basis vectors is small. To shorten the projection on these first basis vectors Algorithm 3.2
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is invoked. After we reduce the ‘last’ projective lattice L(π2([b2, b3])) we say that a tour
has passed, so we then consider the 0-th projective lattice L(π0([b0, b1])) again.

We run exactly TBKZ tours before the algorithm terminates. Bounding this number of
tours is a nontrivial task and is considered below. There we also provide the analysis of
the output quality of Algorithm 3.5.

Our algorithm uses the constant-time subroutines introduced in Section 3.1 and iter-
ates through them a fixed number of times, in a fixed order independent of the lattice.
Parameters of the subroutines on which their runtime depends (such as the number of
iterations in Lagrange’s algorithm), are also given independently of the lattice. It is
therefore constant-time.

Algorithm 3.5 BKZ-2
Input: B ∈ Z4×4 – a basis matrix.

G ∈ Z2×2 – a Gram matrix of the basis B.
TBKZ ∈ N – the number of tours.
TLagr ∈ N – the number of iterations in Lagrange.

Output: B ∈ Z4×4 – a basis matrix.
1: Compute µ1,0 and ri,j for 0 ⩽ i ⩽ 1, j ⩽ i.
2: for c = 1 to TBKZ do
3: for i = 0 to 2 do
4: B, G, {µi′,j′}, {ri′,j′} := size_red(B, i + 1, G, {µi′,j′}, {ri′,j′})

5: H :=
(

ri,i µi+1,i · ri,i
µi+1,i · ri,i µ2

i+1,iri,i + ri+1,i+1

)
6: U := Lagrange(H, TLagr)
7: B[i, i + 1] := B[i, i + 1] ·U
8: G := update_after_svp(G, U, i)
9: {µi′,j′}, {ri′,j′} := Cholesky(G, {µi′,j′}, {ri′,j′}, i, i + 1)

10: B, G, {µi′,j′}, {ri′,j′} := size_red(B, i, G, {µi′,j′}, {ri′,j′})
11: B, G, {µi′,j′}, {ri′,j′} := size_red(B, i + 1, G, {µi′,j′}, {ri′,j′})

return B

BKZ-2 analysis In the analysis of our Algorithm 3.5 we rely on the Sandpile Model
Assumption (SMA). It has been introduced in [MV10] as a tool to model and to analyze
the BKZ algorithm [HPS11]. Informally, the assumption replaces inequalities of Lemma 1
by equalities and models the profile (∥b∗

i ∥)0⩽i<β of a dimension-β HKZ reduced basis of
a lattice L as ∥b∗

i ∥ = 1
2 log γβ−i + 1

β−i
∑β−1
j=i ∥b∗

i ∥. We focus here on the particular case
of SMA applied to dimension-4 bases with β = 2, we refer the reader to [HPS11] for the
general case. The lemma below provides us with a bound on the number of BKZ tours
TBKZ and the bound the number of Lagrange tours TLagr sufficient to argue on the length
of the shortest vector in the output basis of BKZ-2.

Lemma 6. [adaptation of [HPS11, Lemma 12]] Let B be an upper triangular basis of a
lattice L ⊂ Z4 with D = det(L). Let G be its Gram matrix and ri,j be its Gram-Schmidt
coefficients. Then on its input Algorithm 3.5 returns a basis B′ of L that satisfies:

∥b′∗
0 ∥ ⩽ 2 ·

(
4
3

)3/2
·

( 3∏
i=0
∥b′∗

i ∥

)1/4

(1)

given that

TBKZ ⩾
2 log

(
log maxi ∥b∗

i ∥
(D)1/4 +

√
5 · (log(4/3))1/2

)
log(8/7) . (2)
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If B = maxi ∥bi∥ is bounded, then is it sufficient to set TLagr = 2 + 2⌈(log√
3 2) ·

(9 log2 B + 12)⌉ to ensure Equation (1) in constant time.

Remark 2. We note that the statement of the above lemma holds both for Euclidean norm
and the square root of the reduced norm used in SQIsign.

Proof. The existence of TBKZ such that the output of Algorithm 3.5 satisfies Equation (1)
is provided by the proof of the original lemma [HPS11, Lemma 12]. To deduce an upper
bound of the exact value of TBKZ we will specialize the proof of [HPS11, Thm. 2] by
taking the dimension n of the lattice equal to 4 and the blocksize β equal to 2. In order to
specialize the proof, we borrow the following notations:

• Denote by B(t) the basis obtained after t tours of BKZ-2 and define

x(t)
i = log

(
∥(b(t)

i )∗∥
)
− log(detL)/4.

• Denote by B(0) the input basis to the BKZ-2 algorithm and define for ri,jthe Gram-
Schmidt coefficients of B(0).

x(0)
i = (log(ri,i)/2− log(det(L))/4)0⩽i<4 .

• Denote by B∞ a BKZ-2 reduced basis and define x∞
i = x∞

3 − (3 − i) · log(4/3)/2
for 0 ≤ i ≤ 3. The SMA applied to dimension-4 lattices with blocksize β = 2
yields [HPS11, Section 4.2]

x∞ = ((3/2) log
√

4/3, (1/2) log
√

4/3,−(1/2) log
√

4/3,−(3/2) log
√

4/3). (3)

In the proof of [HPS11, Thm. 2] for the t-th BKZ tour, Hanrot, Pujol and Stehlé deduce
that

∥x(t) − x∞∥2 ⩽

(
1− 4

2 · 42

)t/2
· ∥x0 − x∞∥2 =

(
7
8

)t/2
· ∥x0 − x∞∥2. (4)

As soon as ∥x(t) − x∞∥2 ⩽ 1, we have ∀ 0 ⩽ j < 4 : |x(t)
j − x∞

j |2 ⩽ 1 and, hence,
|x(t)

0 − x∞
0 | ⩽ 1. Substituting SMA estimation for x∞

0 into the latter inequality, we get
x(t)

0 ⩽ 3
2 · log 4

3 + 1. By definition of x(t)
i we then have

∥(b∗
0)(t)∥ ⩽ 2 ·

(
4
3

)3/2
· (

4∏
i=1

(||b∗
i ||))1/4,

which gives the claimed norm bound for a sufficiently large t which value we want to
estimate.

To estimate the value of t we now deduce when the upper bound of Equation (4)
is at most 1. We have that ∥x0 − x∞∥2 ⩽ ∥x0∥ + ∥x∞∥2 by triangular inequality.
By definition of x0 we have ∥x0∥2 ⩽ log maxi ∥b∗

i ∥
(D)1/4 and straightforward calculations

using Equation (3) give us ∥x∞∥2 =
√

5 · (log(4/3))1/2. Hence we have ∥x0 − x∞∥2 ⩽ R

for R = log maxi ∥b∗
i ∥

(D)1/4 +
√

5 · (log(4/3))1/2. Then finding t boils down to solving the
following inequality: (

7
8

)t/2
·R ⩽ 1.

By taking logarithm we obtain:
t/2 ⩾

log−R

log(7/8) ,
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t ⩾
2 log R

log(8/7) =
2 log

(
log maxi ∥b∗

i ∥
(D)1/4 +

√
5 · (log(4/3))1/2

)
log(8/7) ,

hence Equation (2).
Algorithm 3.1 and Algorithm 3.3 are constant time. Algorithm 3.2 is constant time

for a given i ∈ {1, 2, 3}. At each iteration of the main loop it is being called 3 times for
i ∈ {1, 2}, 2 times for i = 4 and the overall time spent within Algorithm 3.2 in any given
loop is constant. Thus, we only need to prove a bound on TLagr for Algorithm 3.4. At
each iteration of the inner loop H corresponds to the following basis

πi(B[i : i + 1]) =
(
b∗
i b∗

i+1 + µi+1,i · b∗
i

)
∈ Q4×2.

Both Euclidean norms of b∗
i+1 and b∗

i+1 + µi+1,i · b∗
i are bounded from above by B

respectively for each i < 3. By Lemma 2 both denominators d1 and d2 of b∗
i+1 and

b∗
i+1 + µi+1,i · b∗

i respectively are bounded by 24+(9/2)·log2 B+2. If we scale L(πi(B)) by
S = lcm(d1, d2) ⩽ 28+9 log2 B+4 = 29 log2 B+12 we obtain an integral lattice with λ1 ⩾ 1.

Notice that all dimension-2 projective lattices πi(B) have their determinants greater
than or equal to 1 since it is true at the initial step (since B ⊆ Z4 and is upper triangular)
and mini det(πi(B)) cannot decrease during the execution of the algorithm. Using Lemma 5
we obtain

TLagr ⩽ max
i

log√
3 ∥Sbi∥+ 2 ⩽ (9 log2 B + 12) log√

3 2 + log√
3 B + 2

which gives the statement for TLagr.

4 Constant time implementation of BKZ-2
In order to test and verify our algorithm and its performance, we implemented it in C. More
precisely, we implemented it so that it could replace the variable-time LLL implementation
from [CSSDF+23] as easily as possible, which required several adaptations. First, we do
not use the usual Euclidean norm, but the reduced norm of the quaternion algebra. Second,
we can assume that our input is an integer matrix in Hermite Normal Form (HNF), with
columns representing algebra elements. This is the case because lattices in [CSSDF+23]
are represented by such matrices and a common denominator, and the denominator is not
passed to LLL. Finally, we had to write constant-time integer and rational arithmetic which
works as a drop-in replacement for the subset of the intbig module of the implementation
of the NIST submission [CSSDF+23] used by LLL, because that implementation lacks
constant-time arithmetic so far.

Therefore, we implemented the necessary integer and rational arithmetic in constant
time using fixed-size integers, the secure low-level functions of the GMP library [Gt] and a
self-made implementation of the constant-time greatest common divisor (gcd) algorithm
from [BY19]. Our integers ensure compatibility of our implementation with the NIST
submission, but it is not optimized, as integer arithmetic was not our main focus. This
compatibility allows us to run the LLL implementation from [CSSDF+23] on our integers,
in order to compare its performance to ours as we do in Section 4.4. We will refer to
the LLL implementation from [CSSDF+23] using our constant-time integers instead of
variable-time intbig module of the NIST submission, as SQIsign LLL in the following.

Before benchmarking in Section 4.4, we will ensure a realistic test setting by studying
which lattices LLL gets called on in SQIsign in Section 4.1, and present the results of various
experiments we did to ensure correctness (Section 4.2) and constant-timeness (Section 4.3)
of our code. Our implementation and test data can be found at https://github.com/
CTlll-SQIsign/CTlll-SQIsign.

https://github.com/CTlll-SQIsign/CTlll-SQIsign
https://github.com/CTlll-SQIsign/CTlll-SQIsign
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4.1 Use of lattice reduction in SQIsign
Given our goal is to provide SQIsign with a constant-time lattice reduction algorithm, we
need to get an understanding of SQIsign’s use of lattice reduction. This will allow us to
run the tests in the remainder of this section in a realistic setting.

LLL calls in SQIsign We therefore studied the arguments of LLL in the calls it received in
executions of SQIsign key generation and signing. In the submitted code, there are a total
of 6 different calls to LLL, three from within the Special Eichler Norm (SEN) algorithm,
which is a variant of KLPT [KLPT14] used in the ideal-to-isogeny translation [DFLLW23],
and three directly from the signature and key generation protocols.

All of these calls receive integer matrices in Hermite Normal Form (HNF) which
represent integral ideals in a quaternion algebra (the common denominator is left out during
the reduction). An integral ideal is a rank 4 lattice which is closed under multiplication in
the algebra. The algebra is fixed for each security level. An ideal’s size can be measured by
its norm, which is defined as the gcd of the reduced norms (N(x) = xx̄, cf [Voi21] Chapter
3.3) of all its elements.

Since all of the 6 call are in while loops, the number of executions of each call can be
larger than one. In order to see which inputs to LLL are the most frequent, we therefore
measured the average number of occurrences of each of the 6 calls to LLL in 1000 executions
of SQIsign at level 1 and 100 executions at both higher levels, as well as the maximum
size in bits of the norm of an ideal input in each call. The results are in Table 1.

Table 1: Integer sizes in bits and frequency of the 6 calls to LLL in [CSSDF+23]
LLL call Keygen Sign rand Sign SEN O0 SEN alternate SEN rare
LVL1 max norm 76 469 137 258 385 192
LVL1 call count 1,0 1,5 1,5 21 3,1 0,01
LVL3 max norm 98 684 198 383 482 −
LVL3 call count 1,0 1,6 1,6 24 2,0 0
LVL5 max norm 146 919 259 506 757 −
LVL5 call count 1,0 1,5 1,5 21 3,0 0

Conclusions The most frequent of these 6 calls to LLL is therefore the one corresponding
to the Special Eichler Norm algorithm (SEN) using LLL on a lattice which is a left O0-ideal.
Here and in the following, O0 is the lattice generated by (1, i, (i + j)/2, (1 + ij)/2), which is
a subring of the algebra. This call occurs more than 20 times on average when running key
generation followed by signature, and has therefore the highest impact on the performance
of SQIsign. Runtime measures to confirm the relative impact of these LLL calls on the
current, variable-time SQIsign implementation’s runtime failed because the LLL runtimes
are negligible, as all LLL calls together take less than 3% of the signing time.

As a consequence, most of our tests and benchmarks in the remainder of this section
will focus on left O0-ideals of norm not more than 2 bits larger or 8 bits smaller than the
maxima observed for the SEN O0 calls in our experiments.

4.2 Output quality of constant time BKZ-2
The different SQIsign variants use reduced lattice bases for different means, and therefore
have slightly different requirements on the output of LLL. Most often, they require at
least one or two of the vectors to be close to the minima of the lattice. To summarize
these requirement, most of the SQIsign literature [DFKL+20, Ler22, DLRW24] refers to
Minkowski-reduced bases as a sufficiently good output (even though this is not always
necessary).



O.Hanyecz, A.Karenin, E.Kirshanova, P.Kutas, S.Schaeffler 17

We will therefore assume in the following that the purpose of lattice reduction in
SQIsign is to obtain a Minkowski reduced basis of an ideal I of norm N(I). This means
we ask for a basis b0, . . . b3 of I such that for all 0 ≤ i ≤ 3, bi is the shortest possible that
allows b0 . . . bi to be extended into a basis. Even though we do not prove that our BKZ-2
algorithm guarantees to output such basis, in practice it holds due to small dimension.
Since in dimension 4 Minkowski reduced basis attains successive minima [Wae56], the
product of the norms of output basis vectors should satisfy Minkowski’s second theorem.
In the SQIsign setting Minkowski’s second theorem translates to the inequality [KLPT14,
Section 3.1]:

16 · nrd(b0) · nrd(b1) · nrd(b2) · nrd(b3) ≤ 4p2(N(I))4, (5)

where nrd is defined in Section 2.2 and p is the prime that defines the quaternion algebra.
We ran experiments to verify that our implementation outputs bases that satisfy Equa-

tion (5) for LVL1, LVL3, and LVL5 parameters. We execute the reduction for different
TBKZ, TLagr on 30 different lattices for each security level and check how often Equation (5)
is violated by the output basis. For each 1 ≤ TBKZ ≤ 20 we run our BKZ2 with different
TLagr values varying from 1 to 12. The result for the three security levels are shown
in Figure 3, where for readability we plot only the results for TBKZ ≤ 5.

While for small TLagr the output bases sometimes fail to be Minkowski reduced, for
TLagr ≥ 10 and TBKZ ≥ 3 all 30 reductions were successful. The result shows that in
practice TBKZ, TLagr can be chosen relatively small (much smaller than the theory predicts).
We remark that on non-failed instances, not only Equation (5) was satisfied, but also the
guarantee on the shortest vector in the returned basis from Lemma 6.
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Figure 3: Number of failures of our BKZ-2 output on NIST LVL1–5 SQIsign lattices

Additionally, we present the ‘reverted’ plots that lead to the same conclusion. In Figure 4
we group the quality results on the same inputs as above as follows: for each fixed value of
TLagr, we compute how often our BKZ2 failed for different values of TBKZ. As expected,
each plot is non-increasing illustrating that a tour of our BKZ2 algorithm can never
increase the norm of the first basis vector. Inputs to these experiments are the same as
in Figure 3.

4.3 Verification of the constant-time implementation
In order to ensure that our implementation is constant-time, we used the tools ct-
grind [Lan10] and RTLF [DME+24, ME24].

ctgrind: For a first check whether our implementation is constant-time, we used ct-
grind [Lan10]. The tool did not detect secret-dependent branching or other secret-dependent
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Figure 4: Number of failures of our BKZ-2 output on NIST LVL1–5 SQIsign lattices

program behaviour in our BKZ-2 implementation compiled with gcc and the -DNDEBUG
flag and no additional compiler flags on a ThinkPad P1 Gen4 running RHEL 8.10.

RTLF: To further verify constant-timeness we used RTLF [DME+24, ME24]. It is a tool
that runs statistical tests given on input two samples x = (x1, . . . , xN ) and y = (y1, . . . , yN )
representing runtime measurements of a routine we want to prove (or disprove) to be
constant time. RTLF tries to detect statistical differences between x and y. The output
either says that the tests found no differences (meaning that x and y likely follow the same
distribution), or it detects a difference between x and y concluding that the distributions
are likely not the same.

Our setting. We ran 144000 iterations of our BKZ-2 implementation (compiled by gcc
with flag -DNDEBUG) on as many distinct inputs in four threads in parallel on a laptop
with an Intel i7-9750H processor running Ubuntu 24.10 with TurboBoost disabled. The
computation was launched after warming up the processor, and after the last samples all
threads continued running for a while to ensure that all of them were done when the first
one stopped. Besides separating the machine from the network, no other countermeasures
against noise were taken.

The inputs were left O0-ideals (see Section 4.1 for the definition) of norm between
ni = 12890707586852862 and nu = 187181532229268607942 in the quaternion algebra
Bp,∞ where p = 33506587778976371636384290201141387. BKZ-2 was run with TBKZ = 10,
TLagr = 6, and the integer size was pBKZ = 704 bits. These parameters where chosen
because they are small enough to allow us to run a large number of samples in reasonable
time, but large enough that p does not fit in a 64-bit word, while all entries of the lattice
do so for the smaller half of the samples.

RTLF results on norm: Our input lattices are in the HNF form (as in Section 4.1). We
separate the measurements with respect to the size of the coefficient N1 in the upper left
corner of the (upper triangular) HNF. In O0-ideals in HNF, N1 is usually equal to the
ideal norm up to a small factor, and therefore it is the largest entry in the lattice basis.
That is, our vector x stores 72 000 measurements for the lattices with smaller N1’s, and y
stores 72 000 measurements for the lattices with larger N1’s. RTLF detected no difference
in the runtimes of the 2 sets with the type-1 error parameter 0.09. The measurement are
presented on the scatter plot in orange in Figure 5. It shows runtimes in cycles (on the
vertical axis) for all of our sample ordered in increasing N1 along the horizontal axis.

More details of the test, including our complete data, is available on our github
repository https://github.com/CTlll-SQIsign/CTlll-SQIsign.

https://github.com/CTlll-SQIsign/CTlll-SQIsign
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Figure 5: Plots of the runtimes (clockcycles) of our BKZ-2 (orange) and SQIsign LLL
(green), on random lattices. The left half corresponds to set x (norm below the median),
the right to y (norm above the median).

RTLF results on skewness: In addition, we ran the same test for the orthogonal defect
of the same BKZ-2 reduced bases. The orthogonal defect of a basis B ∈ Z4×4 can be
considered as a measure of the “skewness” of B and is defined as:

θ(B) =
(∏3

i=0 ∥b∗
i ∥∏3

i=0 ∥bi∥

)1/4

.

The orthogonal defect θ(B) is equal to one if and only if B is orthogonal. Similarly to the
test above, no difference in the runtimes of BKZ2 was detected by RTLF as can be seen
in Figure 6.

Figure 6: Plots of the runtimes (clockcycles) of our BKZ-2 (orange) and SQIsign LLL
(green), on random lattices. The left half corresponds to runtimes on lattices with
orthogonality defect below the median, the right half – to runtimes on lattices with
orthogonality defect above the median.

Control RTLF on SQIsign LLL: To ensure that our test set separation in two subsets x
and y following the first coefficient of the lattice (which corresponds to the ideal norm)
is reasonable, we ran SIQsign LLL on the 144 000 exact same inputs and in the same
conditions as the BKZ-2 runs for RTLF. With the same separation in two sets x and y
as for BKZ-2 above, RTLF detected a strong dependency of the SQIsign LLL runtime
on these sets, concretely it outputs “Test determined difference for the following quantile
indices: 1, 2, 3, 4, 5, 6, 7, 8, 9.”. The lower green plot of Figure 5 shows that the runtime
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of LLL grows (slowly but visibly) with N1. With the same settings but a separation on
the skewness instead of the norm, RTLF also detected a difference for SQIsign LLL.

Further verification: Given that the independence of the runtime from the norm and
skewness of the lattice only shows that BKZ2 is better than SQIsignLLL with respect to
constant-time, but not that there is no property of the lattices on which the BKZ2 runtime
depends, we ran an additional measure. On 10 threads in parallel and on a laptop with an
Intel i7-9850H processor running Ubuntu 20.04 (with TurboBoost disabled), we run BKZ2
on 120000 randomly generated O0-ideals, then shuffled these inputs and run the measure
again. We separated the lattices into 2 sets measurement (set X being the faster half, and
set Y the slower), and run RTLF (with type-1 error parameter 0.09) with the runtimes
from the second measure and these sets. The outcome is that for BKZ2 the runtime in the
second measure (on the same lattices) is independent from the one in the first measure.
This indicates that the runtime of our BKZ2 implementation does not depend on any
property of lattices which occurred in our random input set.

4.4 Comparison against non constant time LLL in SQIsign

Given our goal is to provide SQIsign with a constant-time lattice reduction algorithm, we
will now evaluate the performance of our algorithm compared to the LLL implementation
of SQIsign’s NIST submission [CSSDF+23] in a meaningful setting based on our study of
SQIsign’s use of LLL in Section 4.1.

Benchmark setup: Since the call through SEN O0 occurs more than 20 times on average
when running key generation and signature successively, and has therefore the highest
impact on the performance of SQIsign, we set up our benchmarks as follows: As input,
we randomly sampled 100 left integral O0-ideals with a norm at most 2 bits above and 8
bits below the measured maxima for SEN O0 calls for each level. These ideals were put
into HNF (disregarding the denominator). The resulting integer matrices were used as
inputs. Using the fact that the norms of elements in these matrices do almost reach the
square of the ideal norm, we use this value to set the integer sizes, following the formula
from Lemma 2. Since the experiments in Section 4.2 suggest that fairly small numbers
of iterations are sufficient, we set the parameters accordingly. The chosen tour numbers
do not respect the proven bounds from Lemma 6, but are such that even if either TLagr
xor TBKZ are decreased by one, our quality tests and tests on our benchmark inputs still
pass. These experiments show that reduction failures with these parameters are unlikely,
even if we cannot bound their probability mathematically. Applications which can accept
that in some rare cases our algorithm might output bases which are not fully reduced can
therefore use these parameters for constant-time lattice reduction with reasonable speed
and a very low failure rate. Other choices are possible depending on the application.

For comparison, SQIsign LLL was used. This is the LLL implementation from
[CSSDF+23], however, instead of the original, variable-time integer implementation, it is
run using the same implementation of integer and rational arithmetic as our constant-time
implementation. The change of integers was needed since the difference in speed of the two
integer implementations would otherwise make any comparison meaningless for evaluation
the efficiency of our constant-time lattice reduction, as the first column of Table 2 shows.

For the benchmarks, both implementations were compiled using gcc with the flag
-DNDEBUG, on a intel i7-11850H processor with TurboBoost disabled. The results are
given in Table 2, and show that in this setting, our implementation has an about ×5
slowdown compared to SQIsign LLL.
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Table 2: Average runtime over 100 inputs, in units of 1.000.000.000 cycles
Algorithm original LLL SQIsign LLL our BKZ-2 TBKZ TLagr integer size

old integers our integers (64-bit words)
LVL1 0,0016 7,39 35,9 4 10 37
LVL3 0,0024 17,2 81,8 4 11 55
LVL5 0,0031 26,4 133 4 13 72

Optimizations: There are some possible optimizations of our implementation. A first
point to investigate in future work would be the use of compiler optimization features
and whether these negatively affect constant-timeness. Furthermore, profiling (using
gprof [GKM82]) showed that more than 90% of time is spent on gcd computations to
reduce fractions, which is inherent to the use of rational numbers. Using other number
types or representations is therefore a promising direction for future research. However
we did not explore this, since it would limit compatibility with the code from the NIST
submission.

The high dependency of the runtime of the gcd on the size of integers motivated us to
investigate whether we could further reduce the size of integers used in our algorithm, by
taking advantage of the structure of the inputs it receives in SQIsign. Using the fact that
the norm of an ideal (or half of it, if it is even) divides every entry of the Gram matrix
of the ideal, we obtain a lower bound on the gcd G of all entries of the Gram matrix.
Dividing G out before starting the Gram matrix, therefore allows us to use significantly
smaller integers than SQIsign LLL, if a lower bound of the occurring norms is known.
The exact value can be obtained by replacing log(B) by log(B) − b where b is a lower
bound on the ideal norm in the formula from Lemma 2. In the same setting as above, the
comparison of this optimized version against SQIsign LLL (therefore with different integer
sizes) yields the results in Table 3.

Table 3: Average runtime over 100 inputs, in units of 1.000.000.000 cycles
Algorithm SQIsign LLL integer sizes our BKZ-2 TBKZ TLagr integer size

(64-bit words) (64-bit words)
LVL1 7,39 37 9,59 4 10 20
LVL3 17,2 55 19,5 4 11 28
LVL5 26,4 72 38,9 4 13 37

Impact on SQIsign: The benchmarks of this optimized version show a smaller, but still
significant slowdown, whose impact on SQIsign’s signing time is unclear. First, it is not
clear whether the multiple uses of lattice reduction in SQIsign can tolerate rare cases of
insufficient reduction and for example restart without leaking secrets if an insufficient
reduction occurs. Given the complex internals of SQIsign, which also rejects some fully
reduced lattices after reduction because of the length of their successive minima, analysing
the consequences of rare insufficient reductions is out of scope of this work. If rare cases of
insufficient reduction can be tolerated, SQIsign could use our BKZ2 with TLagr and TBKZ
below the proven values. Assuming this to be the case, we attempted to benchmark the
SQIsign implementation from [CSSDF+23] with its original, non-constant-time integers
and our BKZ2-algorithm instead of the original LLL. Even with fairly high iteration counts
(TLagr = 30, TBKZ = 100) there was no noticeable slowdown of the overall key generation
and signing procedures. This is not surprising since the runtime of LLL in the signature
is negligible. However, using our not optimized, constant-time integers, the runtime of
each of the considered lattice reduction algorithms is larger than the total signing time
of SQIsign as reported in [CSSDF+23]. As a consequence, the impact of making lattice
reduction constant-time cannot be more deeply studied before other parts of SQIsign, such
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as its integer functions, have an optimized constant-time implementation. Implementing
complex integer functions not required by LLL is however not the purpose of this work, so
we leave that analysis for the time when such an implementation exists. Similarly, the exact
impact of LLL’s runtime on the signing time of a constant-time SQIsign implementation
cannot be studied yet since no such implementation exists so far, and many complex
algorithms in the scheme have no constant-time adaptation yet. Currently we can only
note that, in the implementation from the NIST submission, the bottleneck are finite field
multiplications in the ideal-to-isogeny translation, and LLL (or equivalently, our BKZ2)
is almost negligible (less than 3% of the runtime if built in Release mode). This could
however change if constant-time integer arithmetic was used. For other variants such
as SQIsignHD [DLRW24] the efficiency of LLL is more important, and the impact of a
slowdown could be more severe. In this context, the 1.5× slowdown reported in Table 3
seems encouraging, especially given that further optimizations are possible.

5 Conclusion
In this paper we presented a first constant time LLL-like algorithm for dimension-4 lattices.
Our implementation has been verified for constant timeness through different tools (ct-
grind, RLTF). In practice it outputs Minkowski reduced bases and thus can replace the
(currently) non constant time LLL subroutine in SQIsign.

Additional work Finding Minkowski reduced bases is not the only lattice related task in
SQIsign. Enumerating close vectors in dimension-2 lattices is another task used in some
variants of the signature (e.g. in the SQIsign 1st Round NIST submission [CSSDF+23] and
the SQIsign2d-East variant [NO24], but not in SQIsignHD [DLRW24] nor in SQIsign2d-
West [BFD+24]). Enumerating close vectors asks, for given a 2-dimensional lattice and a
target vector, to output all lattice vectors within a given distance to the target. Presently
there is no known constant time realization of this subroutine. In our Github repository
we provide a proof-of-concept implementation in Python of constant time close vector
enumeration on dimension-2 lattices that can serve as a base for a more efficient constant
time implementation of the routine. As it is currently unclear which SQIsign variant is the
most promising for practical purposes, we omit a complete description of the algorithm
here and leave a C-implementation of it as a future work in case the SQIsign variants that
use this enumeration will be interesting from a practical viewpoint.
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