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Abstract. Lattice trapdoor algorithms allow us to sample hard random lattices together with their
trapdoors, given which short lattice vectors can be sampled efficiently. This enables a wide range of
advanced cryptographic primitives. In this work, we ask: can we distribute lattice trapdoor algorithms
non-interactively?
We study a natural approach to sharing lattice trapdoors: splitting them into partial trapdoors for
different lower-rank sublattices which allow the local sampling of short sublattice vectors. Given
sufficiently many short sublattice vectors, these can then be combined to yield short vectors in the
original lattice. Moreover, this process can be repeated an unbounded polynomial number of times
without needing a party holding a full trapdoor to intervene. We further define one-wayness and
indistinguishability properties for partial trapdoors.
We establish that such objects exist that have non-trivial performance under standard assumptions.
Specifically, we prove these properties for a simple construction from the κ-SIS and κ-LWE assumptions,
which were previously shown to be implied by the plain SIS and LWE assumptions, respectively. The
security proofs extend naturally to the ring or module settings under the respective analogues of these
assumptions, which have been conjectured to admit similar reductions.
Our partial trapdoors achieve non-trivial efficiency, with relevant parameters sublinear in the number
of shareholders. Our construction is algebraic, without resorting to generic tools such as multiparty
computation or fully homomorphic encryption. Consequently, a wide range of lattice-trapdoor-based
primitives can be thresholdised non-interactively by simply substituting the trapdoor preimage sampling
procedure with our partial analogue.

1 Introduction

Lattice-based cryptographic constructions commonly involve generating some public matrix A and a secret
matrix U with short elements, the latter called a trapdoor of A, which satisfy some non-trivial relation such
as A ·U ≡ 0 mod q. Many cryptographic tasks ranging from signatures to advanced encryption are then
accomplished by using U to sample a short preimage x with respect to some target image vector y, so that
A · x ≡ y mod q holds.

Since the first lattice trapdoor scheme [GPV08] almost two decades ago, lattice trapdoors have been
all-or-nothing: Either finding short preimages w.r.t. any target is easy with a trapdoor, or such a problem
w.r.t. any target is believed to be hard. In this work, we ask and answer the natural question:

can we partition a lattice trapdoor?

By this, we mean a non-interactive distribution of the preimage-sampling procedure using a trapdoor
divided among k parties:

– With a partial trapdoor (possibly generated from a master (full) trapdoor), any party j can locally
compute a partial preimage xj of y.

– After collecting enough partial preimages (xj)j∈T for some t-subset T ⊆t [k], anyone can locally recover
a full preimage x of y.

– The distributed preimage sampling process should be secure even if run an unbounded polynomial number
of times, without needing a party holding a full trapdoor to intervene at any time.



Such a partial trapdoor primitive is quite powerful, as it allows trivial and non-interactive thresholdisation of
(the preimage sampling operations in) any trapdoor-based lattice-based primitives, such as (hash-and-sign)
signatures [GPV08], homomorphic signatures [BF11, GVW15], identity-based encryption [GPV08, ABB10a],
attribute-based encryption [BGG+14, Wee22], to name but a few.

Warm-up: A simple partial lattice trapdoor. Without size constraints, the above task may seem easy. Let
us consider the trapdoor generation algorithm in [MP12] which outputs, say, two matrices A,U = (U0 U1)
satisfying (

G 0
0 G

)
≡ A · (U0 U1) mod q

where G := I ⊗ gT, with I the identity matrix and gT =
(
1 2 . . . 2dlog qe−1

)
the “gadget vector”. If we

hand Uj to the j-th party, this immediately allows each party to compute a partial preimage x∗j for

some given target y := (y0‖y1),4 i.e. (y0‖0) ≡ A · x0 mod q and (0‖y1) ≡ A · x1 mod q. We then have
(y0‖y1) ≡ A · (x0 + x1) mod q. This basic idea can be extended to more parties in the obvious way, and
the “public parameters” A grow linearly in k. Moreover, with some effort, this can be generalised to the
t-out-of-k setting by applying Shamir secret sharing on the image space, avoiding the usual issues surrounding
secret-sharing short vectors. We expand on the latter in Section 2.1.

(In)security? We inspect security of the toy-example above. For a traditional full trapdoor, we require that
the (inhomogeneous) Short Integer Solutions SIS and/or Learning With Errors (LWE) problems w.r.t. A
remain hard so long as the trapdoor is not made available. Generalising to the partial trapdoor setting, for
example, we may wish to argue that the inhomogeneous SIS problem remains hard even when given the
partial trapdoors of up to t− 1 corrupt parties and many partial preimages generated by honest parties.

Adapting the conventional proof strategy to our setting quickly reveals multiple challenges. To illustrate
this, consider the original security proof of [GPV08]. There, a key step is to sample a short Gaussian vector x
from a public lattice, e.g. Zm if A has m columns, and to compute a challenge image y ≡ A · x mod q for
which the adversary must provide a short preimage. This is made possible by two convenient facts:

1. The tuples (x,y) sampled as above are statistically indistinguishable from those sampled in the real
scheme, i.e. first sample a random y, then sample x using a full trapdoor.

2. The preimages x ∈ Zm can be easily sampled without any secret information: they are just Gaussian
vectors over the public lattice Zm which admits a public short basis Im, the identity matrix. In particular,
this implies that after seeing many preimages x ∈ Zm for random images, an adversary can (harmlessly)
learn the trivial lattice where these preimages are from: Zm.

Neither of the above hold in the partial trapdoor setting. First, the distribution of a partial preimage xj
generated by a (secret) j-th partial trapdoor Uj is a priori unclear: it does not come from Zm, but some
sublattice Λj ⊂ Zm which is supposedly dependent on Uj and not fixed. Indeed, it is not even clear what
the “distribution of the lattice Λj” is. Second and critically, it seems difficult to sample even a single vector
from any such sublattice Λj without knowing any secrets about A: if we sample a short vector xj over Zm, it
is highly unlikely that xj falls into the desired sublattice Λj , e.g. it is unlikely that A · xj ≡ (y0‖0) mod q
for any y0. Third, adding to this list of challenges, it is not clear how to simulate the partial trapdoors for
corrupt parties without already solving the inhomogeneous SIS problem. Finally, can we still meaningfully
consider the hardness of an LWE problem, when any single party j is now able to distinguish an LWE sample
sT ·A + eT mod q by sampling a preimage of 0 using its partial trapdoor Uj?

1.1 Our Contributions

We resolve the questions above, conceptually and constructively.

4 We write (a‖b) for (aT|bT)
T
, i.e. for stacking a on top of b.
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A new notion. We introduce the notion of “partial lattice trapdoors”, trapdoors that allow sampling
preimages to images belonging to designated subspaces. To enable plug-and-play thresholdisation of typical
constructions based on lattice trapdoors, we endow partial trapdoors with two security properties: one-wayness
and indistinguishability, which are natural analogues of the hardness of the (inhomogeneous) SIS and LWE
problems for standard (full-)trapdoored lattices. Given their universal nature, partial trapdoors and plausible
future improvements to them directly lead to better threshold variants of many lattice-based primitives.
To demonstrate their utility, we give two example black-box applications of partial trapdoors in Section 6:
threshold signatures and threshold identity-based encryption (IBE), which are straightforward adaptations of
those from [GPV08].

A construction and new proof techniques. We provide a simple construction of partial lattice trapdoors and
formally prove that our construction achieves both security properties, one-wayness and indistinguishability.
Moreover, our construction achieves non-trivial efficiency, with public parameter and partial (and full)
preimage sizes dependent only on the recovery threshold t, but otherwise independent of the total number k
of shareholders.

Our security proofs rely on the varying-width κ-(M)SIS and κ-(M)LWE assumptions5 respectively, which
are natural generalisations of the respective assumptions to support hints with varying Gaussian widths. To
gain confidence in this generalisation, we generalise an existing reduction [LPSS14] for the fixed-width case
and show that the varying-width κ-SIS assumption is implied by the standard SIS assumption.

Our security proofs make use of a variety of techniques which may be of independent interest. In particular,
the proofs require non-trivial analyses on lattice subspaces which are, to our knowledge, a setting not
commonly seen in the literature. Moreover, in order to simulate partial preimages, we borrow ideas of the
BASIS trapdoor sampling technique (but, critically, not the BASIS assumption) from [WW23] originally used
for constructing functional commitments, demonstrating the usefulness of such techniques also in security
proofs.

1.2 Related Work

This work presents an algebraic method for non-interactively distributing lattice preimage sampling. To the
best of our knowledge, the only existing technique allowing the latter is the universal thresholdiser [BGG+18],
which requires homomorphically evaluating the trapdoor preimage sampling algorithm. The work of [BKP13]
considers sharing a lattice trapdoor, but either requires the trapdoor owner to pre-compute numerous one-time
shared randomness to be consumed in the online phase or the parties to perform heavy interactive computation.
A recent line of work [GKS24, DKM+24, EKT24, BKL+25] studied constructions of lattice-based threshold
signatures without trapdoors, but all of them require at least two rounds of interaction. On the primitive
level, [Wee21] proposed the notion of half trapdoors, which are only required to satisfy much weaker properties
than partial trapdoors. We discuss the comparisons in more detail below.

Universal Thresholdiser. A general framework for thresholdising many primitives, called the universal
thresholdiser, was introduced in [BGG+18], based on threshold fully-homomorphic encryption (FHE). Within
this framework, [ASY22] represents the state of the art for round-optimal threshold lattice signatures. The
idea is to use threshold FHE to evaluate the signing algorithm – a variant of Dilithium [LDK+22] in the
case of [ASY22] – homomorphically. However, when it comes to concrete efficiency, this line of research is far
from satisfying – the parameter size required are unrealistic in practice, let alone the expensive homomorphic
evaluation of the signing circuit (which requires de-randomisation and additional pseudorandom function
evaluations).

Homomorphic and Functional Secret Sharing. There also exists lines of work that consider homomorphic
secret sharing schemes [BGI16a, COS+22] and functional secret sharing schemes [BGI15, BGI16b]. The
former allows to evaluate arbitrary functions on secret-shared inputs and provides a reconstruction algorithm

5 The (fixed-width) κ-MSIS and κ-MLWE are the generalisation of κ-SIS and κ-LWE [BF11, LPSS14] to modules over
cyclotomic number rings. The κ-SIS and κ-LWE assumptions are known to be implied by the plain SIS and LWE
assumptions respectively [BF11, LPSS14]. In most of this work, we consider modules of cyclotomic number rings for
generality and all results apply to the integer setting as a special case.
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for recovering the output value. The latter allows to evaluate secret-shared function on some input. Mapped
to our setting, these works consider the t-out-of-t threshold scenario but not the t-out-of-k. The construction
in [COS+22] is based on FHE, too, and in our setting relies on homomorphically evaluating the signing circuit.
Thus, similar caveats as for the universal thresholdiser above apply.

Secure Multiparty Computation. Another generic approach of using secure multi-party computation (MPC)
techniques and in particular linear secret sharing schemes (LSSS) has been explored in [BKP13]. This area
exploits the linearity of trapdoor sampling in the framework of [MP12], which enables linear-secret sharing
if certain perturbation-correction vectors are pre-computed (and consumed per signature).6 However, the
approach requires the secret dealer to pre-compute as many perturbation vectors as the number of preimages
to be sampled distributedly, meaning that either the number of preimages to be given out is bounded or the
secret dealer needs to participate periodically.

The work most similar to ours is [BKP13], so compare in more detail here. In [BKP13], a trusted setup,
KeyGen, which generates a matrix A ∈ Zn×mq and a trapdoor td which is additively secret shared between the
parties. Then, to sample preimages in SampPre the trusted party generates some number B of perturbation
vectors, which, too, are secret-shared to the parties. Moreover, n ·q ·B additional pre-images are pre-computed
by the trusted party and secret-shared to each party. In the online phase, the parties then linearly combine
their local shares and the final signature the output of secret-sharing reconstruction. A second protocol
removes the trusted setup, but requires generic MPC for some heavy offline interactive computation.

In comparison, our work does not require the pre-computation which limits signing to B queries. This
also reduces the size of our shares in comparison to [BKP13] which needs to output n · q ·B preimages as
part of the shares. As a corollary, as written, this limits [BKP13] to q = poly(λ) where we support larger q.
On the other hand, partial pre-image generation in [BKP13] does not require knowledge of the signing set T ,
but our work requires this.

Tailored Constructions. A different family of threshold constructions directly incorporates a linear-secret-
sharing scheme (LSSS) into a non-threshold primitive. Roughly speaking, any algorithm which computes a
noisy linear function of the secret input can be non-interactively thresholdised by secret-sharing the secret with
an LSSS and homomorphically evaluating the noisy linear function on the shares. Provided that the recovery
algorithm of the LSSS computes linear functions with small coefficients of the shares, a noisy approximation
of the function output can be recovered.

In the lattice setting, however, norm growth needs to be handled with care. For example, [DKM+24]
explained that, in their threshold signatures template, naively using an LSSS with large recovery coefficients
and without an additional masking would result in an insecure scheme. When interaction is possible, e.g. in
typical application scenarios of threshold signatures, the issue of having large recovery coefficients can
be dealt with via interactions that allow to introduce uniform masking terms to the shares, as done in
e.g. [DKM+24, EKT24, BKL+25] for their Schnorr-style signatures.

In settings where interactions and/or masking is infeasible, there has been two major solutions: to use
an LSSS with very small sharing- and/or reconstruction coefficients, e.g. {0, 1}-LSSS [BGG+18], or to use
the traditional Shamir’s LSSS but with carefully chosen evaluation points over the ring, the latter also
known as subtractive sets [AL21]. In both approaches, the norm growth can be controlled (in the sense
that it can be upper-bounded), but each of them come with additional overheads: LSS with small sharing-
and/or reconstruction coefficients mostly come with very large number of shares per party (e.g. O(k4.3) for
{0, 1}-LSSS [Val84]), whereas for Shamir’s LSSS over subtractive sets the existing norm-bound is exponential
in the threshold t. These overheads make either approaches barely practical in many applications. An exception
is LSSS for the majority function of [HMP06], which can emulate a threshold function with binary recovery

coefficients with the number of shares per party asymptotically O(k
√

2), and is used for example in [DLN+21]
for constructing threshold public-key encryption.

Notably, all of these approaches do not thresholdise non-linear functions, e.g. trapdoor preimage sampling,
non-interactively.

Half Trapdoors. On the level of techniques, [Wee21] appears most similar to ours. There, the author introduced
a half trapdoor A ·T1/2 ≡ [0‖G]; thus, T1/2 matches T1 in our introduction. It was shown in [Wee21] that

6 This is somewhat analogous to Beaver triples in generic MPC applications.
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LWE w.r.t A remains hard in the presence of an oracle outputting certain preimages sampled using T1/2. In
this work, we consider stronger properties: we hand out the partial trapdoor T1 and also simulate preimage
queries for the image space of T0.

2 Technical Overview

For the purpose of this technical overview, we consider matrices and vectors over R = Z and Rq = Zq, where
q is a prime, while keeping in mind that all results – except our reduction from SIS to κ-SIS – generalise to
any cyclotomic ring R = Z[ζ] and Rq = Zq[ζ] for any primitive root of unity ζ ∈ C and q ∈ N.

2.1 Partial Lattice Trapdoors

Lattice trapdoor algorithms [GPV08, MP12] allow to sample a matrix A together with a trapdoor td. Using
a trapdoor, we can efficiently sample a short preimage x of A for any target vector y. Without, such short
preimages are hard to find based on the Short Integer Solution (SIS) assumption [Ajt96]. Lattice trapdoors
are usually described as a tuple of algorithms (TrapGen,SampPre):

– TrapGen: Generate a wide (pseudorandom) matrix A with a trapdoor td.
– SampPre: Given the trapdoor td and any target vector y, sample a short Gaussian vector x subject to

A · x ≡ y mod q. The target vector y is also called an image and x is called the preimage.

We consider partial lattice trapdoors by extending ordinary lattice trapdoors with an additional triple of
algorithms (PTrapGen,PSampPre,Rec):

– PTrapGen: Given a trapdoor td, generate k partial trapdoors ptd0, . . . , ptdk−1.
– PSampPre: Given a partial trapdoor ptdj , a set of t parties T ⊆t [k] that party j belongs to, and any

target vector y, sample a partial preimage xj .
– Rec: Recover a preimage x of y from partial preimages (xj : j ∈ T ).

Simple k-out-of-k Setting. We begin by recalling the simple k-out-of-k partial trapdoor example sketched
in Section 1, where all parties need to contribute a partial preimage to recover a preimage. For a matrix
Ā ∈ Znk×mkq , its partial trapdoor for each party j ∈ [k] is a short Uj ∈ Zmk×m such that

Ā · (U1, . . . ,Uk) ≡ Ik ⊗Gn mod q, (1)

where G = In ⊗ gT is the gadget matrix. Notice that (U1, . . . ,Uk) jointly is a (full) gadget-trapdoor7of Ā.
That is, the above is literally partitioning the full gadget-trapdoor of Ā into k column chunks and handing
one to each party j. Moreover, denoting the j-th canonical vector by ιj ∈ {0, 1}k, we have

Ā ·Uj ≡ ιj ⊗Gn mod q.

Therefore, what we have done is effectively partitioning the image space Znkq into k subspaces, so that the
j-th subspace, which a partial trapdoor Uj is able to sample preimages for, is spanned (over Zq) by ιj ⊗Gn,
equivalently by ιj ⊗ In.

To sample a preimage of a target vector y, we partition it into k chunks y = (y0‖ . . . ‖yk−1), and let the
j-th party locally samples a partial preimage xj satisfying Āj · xj ≡ ιj ⊗ yj mod q, which is possible since
ιj ⊗ yj is spanned by ιj ⊗Gn. Summing the partial preimages yields a short (full) preimage x =

∑
j∈[k] xj

satisfying Ā · x ≡
∑
j∈[k] Ā · x ≡

∑
j∈[k] ιj ⊗ yj ≡ y mod q.8

7 To recall, a gadget-trapdoor, or simply G-trapdoor, is any short matrix U such that Ā ·U ≡ G mod q [MP12].
8 Another simple k-out-of-k partial trapdoor example is to let Ā be a block-diagonal matrix with k blocks (Aj)j∈[k],

each block sampled with an individual full trapdoor Uj . To sample preimage of y, let it be partitioned into k
chunks y = (y0‖ . . . ‖yk−1), each party j sample a partial preimage s.t. Aj · xj = yj mod q, and recovery is the
trivial concatenation.
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Extending to t-out-of-k Setting. We can extend the above to the t-out-of-k setting for threshold t ≤ k,
where the rows of the public matrix Ā are “compressed” by the share-generating matrix of a secret-sharing
scheme. Specifically, now let the public matrix be

A :=
(
V ⊗ In

)
· Ā ∈ Znt×mkq ,

where Ā ∈ Znk×mkq and

V :=
(
v0 v1 . . . vk−1

)
:=


1 1 . . . 1
v0 v1 . . . vk−1

...
...

. . .
...

vt−1
0 vt−1

1 . . . vt−1
k−1

 ∈ Zt×kq (2)

is the (column style) Vandermonde matrix generated from them. This Vandermonde matrix corresponds to
t-out-of-k Shamir secret-sharing with polynomial evaluation points (vj)j∈[k]. Each partial trapdoor Uj is
again such that Eq. (1) holds. Notice that by construction it holds

A · (U1, . . . ,Uk) ≡ (V ⊗ In) · (Ik ⊗Gn) ≡ (v0 ⊗Gn, . . . ,vk ⊗Gn) mod q.

That is, we again partition the image space Zntq into k subspaces, but this time the j-th subspace corresponding
to Uj is spanned (over Zq) by vj ⊗Gn, equivalently by vj ⊗ In. In other words, we have secret-shared the
image space Zntq to the k parties via V.

Next, for any set T ⊆t [k] and any target image y, we decompose the latter as y ≡
∑
j∈T vj ⊗ zj mod q,

which is possible since any subset of t columns of V form an invertible matrix over Zq.9 Each partial preimage
xj is set to be a short solution to the equation A · xj ≡ vj ⊗ zj mod q, which can be found given Uj , since
the image vj ⊗ zj lies in the Zq-subspace spanned by vj ⊗Gn. Letting the full preimage x be the sum of xj
for j ∈ T , preimage recovery correctness follows from

A · x ≡
∑
j∈T

A · xj ≡
∑
j∈T

vj ⊗ zj ≡ y mod q. (3)

Note that, in this example, the public matrix A has size scaling with tk.

2.2 Our Partial Lattice Trapdoors Construction

Building upon the above ideas, we describe our partial trapdoor construction which achieves non-trivial
efficiency, namely the size of the matrix A scales with t2 but is otherwise independent of k.10

Recall that in the above, the tuple of all partial trapdoors (U1, . . . ,Uk) is itself a full (gadget-)trapdoor
of A. Our first observation is that, this condition can be lifted without altering functionality, so long as for
each Uj the relation A ·Uj = vj ⊗Gn mod q continues to hold. In particular, we may adopt an A with
fewer columns, which yields smaller parameters.

How narrow can we make A? To answer this, we consider a reasonable security model, where an adversary
may corrupt up to a set C of t − 1 parties and receive their partial trapdoors (Uj)j∈C ∈ (Zmt×m)t−1, in
which case security would solely be based on the only remaining party j∗ /∈ C in a recovery set T – it must be
that, solving the ISIS problem of A · xj∗ ≡ vj∗ ⊗ yj∗ mod q remains sufficiently hard even with knowledge of
(Uj)j∈C . Notice that this is asking for a solution xj∗ which falls into the m-dimensional Z-sublattice generated
by the hidden Uj∗ . From this, we may conclude that A must be of dimension at least nt×mt, where m is
large enough for the above ISIS problem to remain hard.

Putting these observations together, we obtain the following template, which will become the core of our
final construction in Section 5.2.

9 In the ring setting this is also possible, by pick the entries vj ’s of V to be such that their differences are invertible
over the ring [AL21, ACX21].

10 We are ignoring polylogarithmic factors here.
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Partial Trapdoors Generation. For each j ∈ [k], the partial trapdoor is a short matrix Uj ∈ Zmt×m
satisfying11

A ·Uj ≡ vj ⊗Gn mod q

where A ∈ Znt×mtq . To obtain these Uj ’s, we sample A together with a full trapdoor TA, then sample each
Uj subject to the above constraint using TA.

Partial Preimage Sampling. Same as the t-out-of-k example in Section 2.1, for any recovery set T ⊆t [k]
and any target image y, we decompose the latter as y ≡

∑
j∈T vj ⊗ zj mod q, where vj is the j-th column of

the Vandermonde matrix in Eq. (2). A partial preimage xj is such that

A · xj ≡ vj ⊗ zj mod q, (4)

and the full preimage x is the sum of xj for j ∈ T . Full preimage recovery correctness follows from Eq. (3).
Given Uj , a solution xj to Eq. (4) can be obtained, for example, by simply outputting xj := Uj ·G−1(zj)

where G−1 denotes the binary decomposition operator, with which it holds A · xj ≡ A ·Uj ·G−1(zj) ≡
(vj ⊗G) ·G−1(zj) ≡ vj ⊗ zj mod q and xj is short. However, this simple approach is insecure, in the sense
that the partial trapdoor Uj can be easily recovered by linear algebra after seeing a sufficient number of
partial preimages. Instead, we use the public trapdoor of G to sample a Gaussian distributed dj subject
to G · dj ≡ zj mod q, where the covariance matrix of the Gaussian distribution is parametrised by Uj in
such a way that Uj · dj is distributed as a spherical Gaussian vector over (a suitable sublattice coset of)
Λ(Uj) = Uj · Zm.

Overall, this yields a partial preimage sampling procedure using Uj as follows:

1. For a target image vector y, decompose to y ≡
∑
j∈T vj ⊗ zj mod q according to the collaborating set T .

2. Sample a Gaussian distributed dj subject to G ·dj ≡ zj mod q and Uj ·dj being distributed as spherical
Gaussian over Λ(Uj),

3. Output Uj · dj .

We verify that A · xj ≡ A ·Uj · dj ≡ (vj ⊗G) · dj ≡ vj ⊗ zj mod q, as desired. Moreover, since Uj · dj is a
spherical Gaussian vector, intuitively only information about Λ(Uj) but not Uj is leaked.

The more challenging task is to argue for security. We walk through how we address the two main concerns
highlighted in Section 1 – on the distribution of partial preimages and their sampleability in security proofs –
in the following Sections 2.3 and 2.4 respectively.

2.3 Distribution of Real and Ideal Partial Preimages

To understand the distribution of partial preimages induced from the scheme in Section 2.2, we borrow the
proof strategy from [GPV08, MP12] for their full lattice trapdoors, which translates as follows: We want
to argue that, for fixed (A,vj) the following joint distributions of partial preimage-image pairs (xj , zj) are
indistinguishable:

1. (Real preimages.) Sample zj uniformly at random. Then, use ptdj = Uj to sample short xj = Uj · dj
such that A · xj ≡ vj ⊗ zj mod q.

2. (Ideal preimages.) Sample a Gaussian xj from a public “ambient lattice”, independent of Uj . Somehow
compute zj satisfying A · xj ≡ vj ⊗ zj mod q.

In the classical full trapdoor setting, where there is only one party and the subscript j can be dropped,
we can think of v = 1 ∈ Zq as being a single element, and the ambient lattice is Zmt = Zm. In this case,
the ideal distribution of a preimage x is simply a wide enough Gaussian distribution over Zm, due to the
well-known regularity lemma stating that A · x mod q is statistically close to uniform over Znq . In particular,
it is likely that {A · x mod q : x ∈ Zm} covers the entire image space Znq .

11 Proving security with G as the image turns out to be tricky. In the main body, we instead sample some random C
together with a trapdoor instead of using a fixed G, which is functionally equivalent.
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With the above analogy in mind, we examine the requirements for ambient lattices in our partial trapdoor
scheme. We observe that, from sufficiently many real partial preimages (xj,0, . . . ,xj,L−1) where xj,` = Uj ·dj,`,
an adversary can learn that all partial preimages produced from Uj belong to a rank-m sublattice

Λ(Uj) :=
{
x ∈ Zmt : ∃d ∈ Zm, x = Uj · d

}
of the rank-mt lattice

Λj :=
{
x ∈ Zmt : A · x ∈ Zq-span(vj ⊗ In)

}
. (5)

A natural choice of the ambient lattice is thus a random rank-m sublattice of Λj . This yields the following
concrete candidate ideal distribution:

2. (Ideal preimages.) Fix a random rank-m sublattice Λ∗j ⊆ Λj to be the ambient lattice. Sample a Gaussian
xj from Λ∗j . Compute the unique zj satisfying A · xj ≡ vj ⊗ zj mod q.

Indeed, by suitably generalising existing regularity lemmas, invoking lattice smoothing lemmas, and picking
appropriate Gaussian parameters, we are able to prove that the real and ideal partial preimages distributions
stated above are statistically close. For more details on this we refer to Section 5.4 (D0, D1, D2 therein).

2.4 Sampling Partial Preimages in Security Proofs

To prove security of any reasonable application of partial trapdoors, we aim to show that the (inhomogeneous)
SIS and/or LWE problems w.r.t. A remain hard, even when given the partial trapdoors of (at most t− 1)
corrupt parties and many partial preimages generated by honest parties. We shall say that the partial lattice
trapdoor has one-wayness, if (inhomogeneous) SIS w.r.t. A is hard; we say that it has indistinguishability, if
LWE w.r.t. some random vector y∗ in the appropriate space is hard even when given LWE samples w.r.t. A.12

In the full trapdoor setting, these guarantees follow immediately from the standard SIS and LWE
assumptions respectively, since preimages can be simulated without any secret information, as their ideal
distribution is simply Gaussian over Zm. In contrast, as mentioned in Section 1, in our setting it is not
immediately clear how to sample even a single vector from the lattice Λj in Eq. (5): If we sample a Gaussian
vector xj from Zmt, it is highly unlikely that A ·xj mod q falls into the span of vj ⊗ In, i.e. into A ·Λj mod q.
Furthermore, it is in fact impossible to have a reduction, from the SIS or LWE problem with respect to A, to
the same problem in presence of even one corrupt party, since it is easy to derive a short vector in the kernel
of A from any partial trapdoor.

We resolve the above difficulties by instead relying on the κ-SIS and κ-LWE assumptions respectively,
tentatively for κ = m · (t− 1), where the reduction receives from the problem instance additionally as hints a
set of Gaussian vectors U6=0 in the kernel of a public matrix Ã0. In essence, our reduction will, on the one
hand, give away the m · (t− 1) hints available from the κ-SIS/κ-LWE problem instance to the adversary as
partial trapdoors for the set C of corrupt parties, and, on the other hand, use these hints to derive a BASIS
trapdoor [WW23] for each honest party j /∈ C, using which the reduction can sample (ingenuine) partial
trapdoors of honest parties. These allow to sample partial preimages following the ideal distribution stated in
Section 2.3.13

Below we sketch our strategies for reducing the κ-SIS problem to the problem of breaking one-wayness of
our partial trapdoor scheme sketched in Section 2.2. Most of the techniques are shared by the reduction from
the κ-LWE problem to breaking indistinguishability, and we highlight the differences afterwards.

One-wayness. Our task is to design a reduction which solves the (m · (t− 1))-SIS problem, i.e. on input an
(m · (t− 1))-SIS instance (Ã0,U 6=0) ∈ Zn×mtq × Zmt×m(t−1), where

Ã0 ·U 6=0 ≡ 0n×m(t−1) mod q and U 6=0 ≈ 0mt×m(t−1),

12 Requiring LWE samples w.r.t. A to be pseudorandom is not possible in presence of corruption, since any partial
trapdoor holder can sample preimages of 0, right-multiply and distinguish by the resulting norm.

13 Looking ahead, we will see that using the hints for both purposes would result in unfaithful simulation, i.e. the
simulated partial preimages sketched in this subsection have too wide Gaussian widths. We solve this problem by
doubling the number of hints, with two different sets of Gaussian widths. We expand on this in Section 2.5.

8



find a short vector x̃ satisfying Ã0 · x̃ = 0 mod q and x̃ is not in the Q-span of U6=0. The reduction interacts
with the adversary in the following way:

– The adversary selects a set C ⊂ [k] of |C| = t− 1 corrupt parties.
– The reduction simulates a matrix A ∈ Znt×mtq , partial trapdoors (Uj)j∈C for all corrupt parties, as well

as a partial preimage oracle which does the following: On input a set T ⊆t [k] parties, outputs ((xj)j∈T ,y)

where y ∈ Zntq is a seemingly uniform target vector and (xj)j∈T are partial preimages of y.

– After interacting with the partial preimage oracle, the adversary requests to be challenged on (T ∗, i∗),
where T ∗ ⊆t [k] and i∗ ∈ T ∗ \ C.

– The reduction returns ((x∗j )j∈T∗\{i∗},y
∗) where y∗ ∈ Zntq is a seemingly uniform target vector and

(x∗j )j∈T∗\{i∗} are partial preimages of y∗. Note that one partial preimage, xi∗ , is withheld from the

adversary.
– The adversary returns a short vector x∗ satisfying A · x∗ ≡ y∗ mod q.

We outline the key steps of our reduction. To begin, sample a uniformly random Ã 6=0 ← Zn(t−1)×mt
q subject

to Ã 6=0 ·U 6=0 ≡ It−1 ⊗G mod q. Define

A :=
(
V{0}∪C ⊗ In

)
·
(

Ã0

Ã 6=0

)
(6)

where V{0}∪C is the Vandermonde matrix defined by (v0, vi1 , . . . , vit−1
) where {i1, . . . , it−1} := C. To argue

that A constructed in this way is indistinguishable from a random-looking one, we apply [BF11, Theorem 4.3],
a result originally used in their κ-SIS-to-SIS reduction.14

Simulating corrupt partial trapdoors. To simulate partial trapdoors for corrupt parties, we partition U6=0 =
(Ui1 | . . . |Uit−1

) into t − 1 chunks. Notice that Uj ∈ Zmt×mq satisfies A · Uj ≡ vj ⊗ G for all j ∈ C by
construction. Set ptdj := Uj for j ∈ C.

Simulating ingenuine partial trapdoors for honest parties. The most interesting part is to simulate the partial
trapdoors for honest parties j ∈ [k] \ C. We make use of the BASIS trapdoor sampling technique of [WW23].
For each j ∈ [k] \ C, parse A as A = (A0‖ . . . ‖At−1) and define

Bj :=


1 · A0 −G

v−1
j · A1 −G

...
...

v
−(t−1)
j · At−1 −G

 ∈ Znt×m(t+1)
q .

Borrowing techniques from [WW23], we can turn U 6=0 satisfying A ·U6=0 = V{0}∪C ⊗G into a short matrix
T satisfying

Bj ·T ≡ Ĥj ⊗G mod q

for some matrix Ĥj invertible over Zq, i.e. T is a gadget trapdoor [MP12] of Bj with tag Ĥj . We refer to
Section 5.4 (D3, D4 therein) for an overview of how this is achieved, and the proof of Lemma 20 for the
details. Using such a trapdoor T, the reduction samples Gaussian (uj‖wj) such that

Bj ·
(

uj
wj

)
≡ 0 mod q =⇒ A · uj ≡ vj ⊗G ·wj mod q.

Repeating this m times, the reduction obtains a short matrix Uj and a statistically uniform matrix Cj such
that A ·Uj ≡ vj ⊗Cj mod q. The matrix Uj is thus a short basis of a rank-m sublattice Λ(Uj) ⊆ Λj of the
lattice Λj defined in Eq. (5), as desired.

14 We additionally generalise [BF11, Theorem 4.3] from the integers to the ring and module settings. The proofs are
given in Appendix A and may be of independent interest.
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Sampling partial preimage oracle. From the above two steps, the reduction now possesses short matrices Uj

such that

A ·Uj =

{
vj ⊗G mod q j ∈ C
vj ⊗Cj mod q j ∈ [k] \ C

where Cj are statistically uniform. To respond to a partial preimage oracle query on any T ⊆t [k], the reduction
simply samples random Gaussian vectors xj ← Λ(Uj) for all j ∈ T , and then computes y := A·

∑
j∈T xj mod q.

Similarly, to simulate the challenge ((x∗j )j∈T∗\{i∗},y
∗), the reduction uses the same strategy as above, except

that it does not return x∗i∗ .

Breaking the (m · (t − 1))-SIS problem. Eventually, the adversary returns a short vector x∗ satisfying

A · x∗ ≡ y∗ mod q, implying A ·
(
x∗ −

∑
j∈T∗ x∗j

)
≡ 0 mod q. By recalling the construction of A in Eq. (6)

and using the fact that V{0}∪C is invertible, this implies

Ã0 ·
(
x∗ −

∑
j∈T∗ x∗j

)
≡ 0 mod q.

By arguing about the min-entropy of x∗i∗ and about intersections of independent subspaces, we can conclude
that x̃ := x∗ −

∑
j∈T∗ x∗j is not in the span of U 6=0 with high probability. We refer to Section 5.5 for an

overview of this argument. The reduction therefore returns x̃ as a solution to the (m · (t− 1))-SIS instance.
Overall, for more details on one-wayness, we refer to Section 5.5.

Indistinguishability. We also sketch how to reduce the (m·(t−1))-LWE problem to the indistinguishability of
our partial trapdoor. Comparing to the previous reduction, now in addition to (Ã0,U 6=0) ∈ Zn×mtq ×Zmt×m(t−1)

where

Ã0 ·U 6=0 ≡ 0n×m(t−1) mod q and U 6=0 ≈ 0mt×m(t−1),

the reduction is further given b and it is asked to distinguish:

– bT ≈ sT0 · Ã0 mod q is an LWE sample, or
– b is uniform over the “noisy kernel” of U 6=0: {x : xT ·U 6=0 ≡ 0 mod q}+ noise.

It interacts with an adversary against the indistinguishability of the partial trapdoor. More precisely, the
adversary distinguishes an LWE challenge c1 ≈ sT · y∗ mod q for a random vector y∗ from a uniform sample
over c1 ← Zmtq , given the matrix A,

(a) partial trapdoors of corrupt parties (Uj)j∈C ,

(b) a preimage oracle,
(c) a set of t− 1 partial preimages (x∗j )j∈T∗\{i∗} for the challenge image y∗, where T ∗ ⊆t [k], i ∈ T ∗ /∈ C are

chosen by the adversary, and
(d) additional LWE samples c0 ≈ sT ·A mod q.

The matrix A together with items (a), (b) can all be simulated by the reduction using Ã0 and U6=0 in the
same way as in the previous reduction to one-wayness. We focus on the simulation of items (c), (d) and the
challenge c1.

Simulating y∗ and t− 1 partial preimages. For j ∈ T ∗ \ {i∗}, the reduction first samples a random preimage
xj ← Λ(Uj) and computes zj satisfying A · xj ≡ vj ⊗ zj mod q. It then samples a short r and sets

y∗0 ≡ Ã0 · r mod q, so that y∗0 is statistically close to uniform by a regularity lemma. Using these, it finds a
solution (y∗6=0, zi∗) satisfying

(
V{0}∪C ⊗ In

)
·
(

y∗0
y∗6=0

)
≡

∑
j∈T∗\{i∗}

vj ⊗ zj + vi∗ ⊗ zi∗ mod q
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and sets y∗ ≡
(
V{0}∪C ⊗ In

)
·
(

y∗0
y∗6=0

)
mod q. Notice that the above linear equation is equivalent to A ·∑

j∈T∗ xj ≡ y∗ mod q. In other words, the reduction solves for (y∗6=0, zi∗) such that (zj)j∈T∗ (implicit from

xj ’s) all fall into the correct subspaces and jointly satisfy the linear relation with y∗.15

Simulating (c0, c1) from b. To simulate the LWE challenge (c0, c1), the reduction samples uniform s 6=0 ←
Zn(t−1)
q and sets

cT0 ≡ bT + sT6=0 · Ã 6=0 mod q, c1 ≈ bT · r + sT6=0 · y∗6=0 mod q.

Suppose bT ≈ sT0 · Ã0, then we observe that

cT0 ≈ (sT0, s
T
6=0) ·

(
Ã0

Ã 6=0

)
≡ (sT0, s

T
6=0) · (V{0}∪C ⊗ In)

−1︸ ︷︷ ︸
=:sT

· (V{0}∪C ⊗ In) ·
(

Ã0

Ã 6=0

)
︸ ︷︷ ︸

A

,

where sT is uniformly distributed, since (sT0, s
T
6=0) is uniform and (V{0}∪C ⊗ In)−1 is a bijective map. For c1,

we have

c1 ≈ (sT0 · Ã0) · r + sT6=0 · y∗6=0 + e ≡ sT0 · y∗0 + sT6=0 · y∗6=0 + e mod q

≡ (sT0, s
T
6=0) · (V{0}∪C ⊗ In)−1 · (V{0}∪C ⊗ In) ·

(
y∗0
y∗6=0

)
+ e mod q

≡ sT · y∗ + e mod q,

where (implicit in the approximation) we use noise flooding via e, and the first equality is by construction
that y∗0 ≡ Ã0 · r mod q. Therefore, the simulated (c0, c1) is either distributed as

(1a): ≈ (sT ·A, sT · y∗) or (1b): (bT + sT6=0 · Ã 6=0, bT · r + sT6=0 · y∗6=0)

for b a random vector in the “noisy kernel” of A, and by the κ-LWE assumption the above are indistinguishable.
Similarly, we have

(2a): ≈ (sT ·A, random) and (2b): (bT + sT6=0 · Ã 6=0, random)

are indistinguishable under κ-LWE, by another reduction that is identical except that it outputs a uniformly
random c1. To complete the chain, we show via a statistical argument that, when b is a sample from the noisy
kernel of U6=0, then bT · r mod q is close to uniform over Zq, therefore (1b) is indistinguishable from (2b).
Putting everything together, we conclude (1a) and (2a) are indistinguishable, implying indistinguishability
of our partial trapdoor. We highlight that, the last statistically step requires a new leftover-hash lemma
over subspaces, formally stated in Lemma 21 and may be of independent interest. For more details on
indistinguishability, we refer to Section 5.6.

Remark 1 (Removing noise flooding). In the indistinguishability proof we applied noise flooding, which
requires setting the modulus q to be super-polynomial in the security parameter. This can be avoided by using
a κ-LWE analogue of the error-leakage LWE (elLWE) assumption introduced in [DKL+23] to replace the noise
flooding argument, as demonstrated in the same work in the context of a laconic encryption construction.
The elLWE assumption is shown [DKL+23] to be implied by the standard LWE assumption with only slightly
larger parameters, and as discussed in [DKL+23], the reduction is agnostic about the distributions of the
LWE secrets and matrices, and any hints related to the LWE matrices. This means essentially the same
reduction could show that the κ-LWE analogue of elLWE is implied by κ-LWE, which would then imply
indistinguishability of our partial trapdoor under a polynomial modulus. Since this is not the focus of this
work, we omit formalising.

15 As we will shortly see, this form of sampling y∗ allows us to invoke a leftover hash lemma involving r.
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2.5 Short 6= Short, and Varying-Width Hints.

As hinted earlier, the reduction sketches above ignored an issue regarding Gaussian width, which we will now
address. Recall that the reduction possesses

A ·Uj =

{
vj ⊗G mod q j ∈ C
vj ⊗Cj mod q j ∈ [k] \ C

where Uj is a subset of κ-MSIS hints if j ∈ C and otherwise constructed using the BASIS trapdoor sampling
technique explained above. This implies that norms of Uj , while still short, are longer for j /∈ C than for
j ∈ C.

This is not immediately a problem since the adversary does not get to see Uj for j /∈ C. However, it gets
to see many samples from Λ(Uj) and we expect this lattice to be distributed differently depending on the
norms of the basis Uj . For example, the volume of this lattice will differ. In other words, we expect it to be
easy for the adversary to distinguish the above naive simulation from the real security experiment, forbidding
us from provably using the adversary’s output to solve our (m · (t− 1))-SIS/LWE problem instance.

To work around this issue, we consider a variant of the κ-SIS/LWE problem for κ = 2m · (t− 1) with hints
U 6=0 = (UCor,UHon), where half the hints UHon are shorter than the other half UCor. We may then use these
particularly short hints UHon to generate the partial trapdoors Uj for the honest parties j /∈ C of matching
distributions – of identical width as that of the corrupt trapdoors UCor. To gain confidence in this approach,
we generalise the SIS-to-k-SIS reduction of [LPSS14] over the integers setting, showing that the κ-SIS problem
with hints of varying widths is as hard as the plain SIS problem. We expect a similar result to hold for the
κ-LWE problem with hints of varying widths, namely that it is as hard as the plain LWE problem. Our final
results are stated under the more general κ-MSIS/-κ-MLWE assumptions over rings, which we conjecture to
be as hard as the MSIS/MLWE problems respectively.

2.6 Applications

To illustrate our threshold lattice trapdoor machinery, we give two example applications in Section 6: a
GPV-style threshold signature scheme and a GPV-style threshold(-authority) IBE scheme [GPV08].

The former is a straight-forward adaptation of the GPV signature scheme to the threshold setting: For A
being the verification key and a signature being a short preimage of the hash H(µ) of a message µ, any t of
our k signers, each of whom holding a partial trapdoor, can jointly generate a valid signature. Unforgeability
relies on the one-wayness of the partial lattice trapdoor. Same as GPV, we prove security in the Random
Oracle model, where we sample random partial preimages xj satisfying A · xj ≡ vj ⊗ zj mod q, compute the
resulting image y := A

∑
j∈T xj mod q, and programme H(µ) = y for any query µ.

For the GPV-style IBE, the trapdoor of A acts as the master secret key of an authority to generate
identity keys to users, and the encryptor encrypts w.r.t. A and a user identity. Applying our technique, we
obtain a threshold IBE where a user can decrypt upon collecting t keys from k authorities. To prove CPA
security, we rely on the indistinguishability of our partial trapdoors. We emphasise that a threshold IBE
from a naive approach (with block diagonal Aj ’s and mentioned in a footnote above) is not possible, since a
block diagonal A would necessitate the encryptor to encrypt w.r.t. some specific set T of authorities which
contradicts with the functionality. Alternatively, encrypting to all T ⊆t [k] limits t to be constant.

We note that we opted to instantiate both of our example applications in rather restricted security games
for ease of exposure and discuss extensions lifting these restrictions in Sections 2.7 and 6.

Looking ahead further, our technique can be applied generically to thresholdise other primitives where a
lattice trapdoor is used, e.g. for key generation. For example, this is also the case for the classic attribute-based
encryption (ABE) of [BGG+14], where a lattice trapdoor acts as the authority’s master secret key to generate
preimages corresponding to secret keys for specific function policies. Plugging in our partial lattice trapdoor,
we generically obtain a threshold(-authority) ABE.

2.7 Open Problems

In this work, we introduce a new partial trapdoor notion which enables non-interactive thresholdisation of
any lattice-trapdoor-based primitives and provide the first construction based on standard assumptions. Still,
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there is a significant gap between what the construction in this work achieves and what is desirable from a
generic building block for lattice-based threshold primitives. We list a few interesting research directions that
we believe are avenues for further work. We discuss application-specific limitations and open problems in
Section 6.

Asymptotics. Our preimages are linear in the threshold t and our public parameter A quadratic in t.
While, as per our ambition, this means our construction is conceptually sublinear in k, in some applications
we have t = O(k). It would be interesting to explore if compression techniques such as those introduced in
e.g. [ACL+22, CLM23, WW23, HLL23] can be applied to shrink our parameters.

Moreover, due to the use of noise-flooding, we require a super-polynomial modulus q to achieve indistin-
guishability (although a polynomial modulus suffices for one-wayness). As discussed in Remark 1, we believe
it to be possible to use a variant of the elLWE-assumption [DKL+23] to avoid this.

Obliviousness to Collaborators. Our techniques necessitate that each party releasing a partial preimage
must know their collaborators, i.e. the set T , which – while not uncommon in the lattice-based threshold
setting [DKM+24, KRT24] – might be a difficult condition in some applications. Ultimately, this is due to the
use of secret sharing techniques in the image space instead of the preimage space, leading to large recovery
(i.e. Lagrange) coefficients. Techniques like those studied in [AL21] should allow to overcome this limitation.

Indistinguishability of Reconstructed Preimages. While the reconstruction of a preimage x is simply
addition and thus does not need to know the set T of preimage generators, this does not guarantee that T
cannot be recovered from x.16 This is because

∑
j∈T x∗j is not guaranteed to follow a distribution independent

of the lattices (Λ(Uj))j∈T . In particular, the lattice from which the preimages x are sampled may be a strict

sublattice Λ((Uj)j∈T ) of Zmt, allowing to identify T . We give two directions for overcoming this limitation:

1. Zero-Knowledge: Instead of x, a zero-knowledge (ZK) argument of knowledge that one knows a short x
s.t. A·x ≡ y mod q is output. Note that the bit size of x is linear in t but independent of k, and linear-sized
proofs for lattice statements have become highly efficient in practice [LNP22]. However, compiling with a
random-oracle-based ZK-argument sacrifices proof-friendliness, since then proving knowledge of x requires
proving statements involving random oracles.

2. Sampling: The idea is to exploit that each partial signer already knows T , and adapt the output distribution
of x∗j such that their sum does not live in a proper sublattice of Zmt, which may require adapting the
way we sample Uj . We consider formalising and realising this approach as the more interesting research
direction.

General Access Structure. A natural extension of our work would be one for more expressive access
structures. For example, one natural idea is to adopt techniques of using {0, 1}-linear secret sharing schemes
(LSSS) [BGG+18] in the lattice setting [DKW21]. Unfortunately, the combinatorial aspects of {0, 1}-LSSS do
not seem immediately compatible with our approach.

Trusted Setup. Our construction relies on a trusted setup which is undesirable. Depending on the concrete
instantiation of the trapdoor for the public matrix A, it might be possible to avoid this. For example, we
could use the gadgets from [ENP24].

3 Preliminaries

We write [k] for {0, . . . , k− 1} and start indexing at zero. For a set T and any j ∈ T , denote by êT,j ∈ {0, 1}T
the unit-vector indexed by j. We denote a matrix (1, . . . , 1)T ∈ Rt as 1t. For h ∈ C, write h̄ for its complex
conjugate. For a matrix S over C, write S† := S̄T for its conjugate transpose. A matrix Σ is said to be positive

16 In the context of threshold signatures, this means our GPV-style construction does not guarantee anonymity – one
might learn T given a (full) signature x – which may or may not matter depending on the application.
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semi-definite if it can be written as Σ = S · S†. We write
√

Σ for any fixed matrix S satisfying Σ = S · S†,
e.g. S. We say that two positive semi-definitive matrices Σ0 and Σ1 satisfy Σ0 > Σ1 if Σ0 −Σ1 is positive
semi-definite. We also say Σ0 > σ2 for some σ2 ∈ R if Σ0 − σ2 · I is positive semi-definite.

Let D0 and D1 two distributions. The statistical distance SD between D0 and D1 over a common domain
X is defined as SD(D0, D1) = 1

2

∑
x∈X
|D0(x)−D1(x)| . We write D0 ≈s D1 when SD(D0, D1) = negl(λ).

We write VC for the Vandermonde-style matrix where the j-th column is (v0
cj , . . . , v

t−1
cj )

T
and cj is the

j-th entry in C with |C| ≤ t. We write (A‖B) for the matrix obtained by stacking A,B vertically. For matrices

Cj ∈ Rn×mq and j ∈ [k] we write CC ∈ Rn|C|×m|C|q to signify the block matrix with matrices Ccj along

the main diagonal, i.e. CC := diag
(
{Cj}j∈C

)
. If the matrix on the diagonal is the same we denote it as

diag (C, k) ∈ Rnk×mkq where k ≥ 1 is the number of repetitions.

3.1 Algebraic Number Theory and Lattices

Let K = Q(ζ) where ζ = ζf be the cyclotomic field with conductor f and degree ϕ := ϕ(f), and R = Z[ζ] its
ring of integers.

Splitting of primes and primitive matrices. For q ∈ N, write Rq := R/qR. We generally write A ·x ≡ y mod q
for A ∈ Rn×mq ,x ∈ Rm,y ∈ Rnq to highlight an equality holds in Rq, but we may drop the suffix “mod q” for
space reasons. If K 6= Q, then we always assume q to be a rational prime unramified in K, and which factors
as 〈q〉 =

∏g
j=1 qj with norm N (qj) = qϕ/g > poly(λ) in R. In other words, Rq splits into fields Rqj := R/qj

with |Rqj | > poly(λ). We note that this is a non-trivial assumption. We make use of this assumption, to apply
(a) a regularity lemma for uniformly random matrices A ∈ Rn×mq (Lemma 12) and to argue that (b) some
A, {Cj} sampled below are primitive with high probability. In both cases, our assumption can be waived by
conditioning on such that A, {Cj} contain invertible submatrices. Since we do not wish to “carry around”
these conditional probabilities, we leave this for future work.

Canonical embedding and norms. We write σ = (σi)i∈Z×f
: K → Cϕ for the canonical embedding of K, and

extend the embedding naturally to K-vectors by concatenation. The norm ‖·‖ : Km → R≥0 is taken to be the
`2-norm over the canonical embedding, i.e. ‖x‖ = ‖σ(x)‖. For any matrix A ∈ Km×n of field elements we use
the spectral norm ‖A‖ = smax(A) := sup{‖A · x‖ : x ∈ Kn, ‖x‖ = 1} which is the maximum singular value
of A. We also write smin(A) for the minimum singular value of A.

Module lattices. For A ∈ Rn×mq and U ∈ Rm×k, we write

– Λ⊥q (A) = {u ∈ Rm : A · u ≡ 0 mod q},
– Λv

q (A) = {u ∈ Rm : A · u ≡ v mod q},
– Λq(U) =

{
x ∈ Rm : ∃ d ∈ Rk, U · d = x mod q

}
, and

– Λ(U) =
{
x ∈ Rm : ∃ d ∈ Rk, U · d = x

}
viewed as lattice cosets via the canonical embedding σ. The above notation is generalised naturally to ideal
moduli q. When discussing lattice quantities, e.g. the minimum distance λ1(·) and the determinant det(·),
we treat R-modules and R-ideals as lattices without writing σ explicitly. For example, we write det(Rm)
instead of det(σ(Rm)).

For the definitions of the standard LWE and SIS assumptions we refer to [Reg05] and [Ajt96]. We denote
their module counterparts as MLWE and MSIS.

3.2 Gaussians

Definition 1. The n-dimensional Gaussian function is given by:

ρB,c(x) := exp
(
−π · (x− c)T ·Σ−1 · (x− c)

)
for invertible B ∈ Rn×n, c ∈ Rn and Σ := B ·B†. Since ρB,c(x) is only distinguished up to Σ, we write ρ√Σ.

When Σ = σ2 · I and c = 0, we write ρσ.
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The discrete Gaussian distribution over lattice Λ with parameters
√

Σ and c is defined as follows: For any
x ∈ Λ, DΛ,√Σ,c(x) = ρ√Σ,c(x)/ρ√Σ,c(Λ), where ρ√Σ,c(Λ) :=

∑
x∈Λ ρ

√
Σ,c(x) is a finite normalisation factor.

We treat Gaussians embedded in higher dimensional spaces by the following lemma.

Lemma 1 ([GMPW20, Lem. 1]). Let m ≥ n. For a set A ⊂ Rn, a matrix
√

Σ ∈ Rn×n, and a matrix
T ∈ Rm×n corresponding to an injective map, it holds that T · DA,√Σ = DT·A,T·

√
Σ.

We write ηε(Λ) for the smoothing parameter of the lattice Λ which is the smallest value σ > 0 s.t. ρ1/σ(Λ∗ \
{0}) ≤ ε where Λ∗ is the dual lattice of Λ. Throughout, we will consider ε = negl(λ).

Lemma 2 ([BF11, Thm. 4.3]). Suppose m ≥ 2n log q,m > 2k, and σ > ω(
√

logm). The following
distributions are statistically close in n:{

(A,U)

∣∣∣∣∣ A← Zn×mq

U← DL⊥q (A),σ

}
and

{
(A,U)

∣∣∣∣∣ U← Dm×kZ,σ

A← Zn×mq : AU = 0 mod q

}
.

In Appendix A we generalise Lemma 2 from the integers to the ring and module settings, and from the
Gaussian distribution over the lattice L⊥q (A) to that over arbitrary cosets.

For uniformly random matrices and in general, we have respectively:

Lemma 3 (Generalised17 from [LPR13, Thm. 4.1]). Let n,m, q be positive integers with n ≤ m ≤
poly(ϕ). For A← Rn×mq , with probability 2−Ω(ϕm) we have

η2−Ω(ϕm)(Λ⊥q (A)) ≤ 8ϕ
√
m · qn/m+2/(ϕ·m).

The generalisation requires a stronger (e.g. ε = 2−3ϕm) smoothing condition for an ideal lattice in one of the
substatements.

Lemma 4 ([MR04]). For any n-dimensional lattice Λ and ε > 0,

ηε(Λ) ≤
√

ln(2n · (1 + 1/ε))

π
· λn(Λ)

In particular for any function in ω(
√

log n) there exist a negligible function ε(n) such that ηε(Λ) ≤ ω(
√

log n) ·
λn(Λ).

Lemma 5 (Adapted from [GPV08, Cor. 2.8]). Let Λ, Λ′ be n-dimensional lattices such that Λ′ ⊆ Λ.
Then for any ε ∈ (0, 1/2), smin(

√
Σ) ≥ ηε(Λ′) and c ∈ Rn the distribution of (DΛ,√Σ,c mod Λ′) has statistical

distance at most 2 · ε to the uniform distribution over Λ/Λ′.

Lemma 6 (Adapted from [MP12, Lem. 2.6]). Let Λ ⊆ Rn be a lattice, smin(
√

Σ) ≥ ηε(Λ) for some
ε > 0, and c ∈ span(Λ). We have

Pr
[∥∥∥DΛ+c,

√
Σ

∥∥∥ ≥ σ√n] ≤ 2−n · 1 + ε

1− ε
.

Furthermore, if c = 0 then the bound holds for all
√

Σ > 0, with ε = 0.

Lemma 7 (Adapted from [PR06, Lem. 2.10]). Let Λ be a rank k lattice in Rn. Let ε > 0 and√
Σ ≥ 2 · ηε(Λ). Let y ∈ Λ then

Pr
y′←DΛ,√Σ

[y′ = y] ≤ 2−k · 1 + ε

1− ε
.

17 We generalise [LPR13] from probabilities negligible in ϕ to negligible in ϕ ·m so that the results of this paper apply
for the typical parameters in both integer and ring setting.
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3.3 Probabilities, Distances

Lemma 8 (Primitive (Lem. 2.6 of [BJRW23])). Let n ≤ m be positive integers and q be an unramified
prime that factors as 〈q〉 =

∏g
j=1 qj with norm N (qj) = qϕ/g in R. Then

Pr
A←Rn×mq

[
A · Rmq = Rnq

]
=

n−1∏
`=0

g∏
j=1

(
1− q−

ϕ·(m−`)
g

)
.

The above probability is at least (1− ng
qϕ·(m−n+1)/g ), overwhelming in λ when qϕ/g > poly(λ).

Lemma 9 (Noise drowning (adapted from [GKPV10])). For any c ∈ Rm, it holds that

SD
(
DRm,√Σ, DRm,√Σ + c

)
≤ O

(
‖c‖/sm(

√
Σ)
)
.

In particular, if
√

Σ ≥ λω(1) · ‖c‖, then DRm,√Σ ≈s DRm,√Σ + c.

Lemma 10 ([KNSW20, Thm. 4]). Let n > 60, ε > 0, σ > 20
√
n and m > 1355n log(σ). Then

Pr
X←(DZn,σ)m

(ηε(Λ
⊥(X) ≤ 77

√
(n+ log(m)) · log(2m/ε))) ≤ 1− 2Ω(n)

3.4 Norm

Lemma 11. Let U = (uj)j∈[k] ∈ K
m×k. Then ‖U‖ ≤

√∑
j∈[k]‖uj‖

2
.

Proof. Fix any non-zero x ∈ Kk. We have
∥∥∥∑j ujxj

∥∥∥2

≤
(∑

j‖ujxj‖
)2

≤
(∑

j‖uj‖‖xj‖
)2

≤
(∑

j‖uj‖
2
)
·(∑

j‖xj‖
2
)

due to the triangle inequality, the sub-multiplicativity of ‖·‖, and the Cauchy-Schwartz inequality

respectively. Also note that ‖x‖2 =
∑
j‖xj‖

2
. Therefore ‖U · x‖/‖x‖ ≤

√∑
j‖uj‖

2
. ut

3.5 Trapdoor Sampling and Other Algorithms

We recall the trapdoor generation from [MP12] adapted to the module setting.

Definition 2 (Lattice Trapdoors). Fix R, q parametrised by λ. A lattice trapdoor scheme over Rq is a
tuple of PPT algorithms (TrapGen,SampPre):

– (A, td) ← TrapGen(1λ, 1n, 1m): On input dimensions n,m ∈ N, generate a matrix A ∈ Rn×mq together
with a trapdoor td.

– u← SampPre(td,v,S): On input a trapdoor td, a target image v ∈ Rq-span(A), and a Gaussian parameter
Sϕm×ϕm > 0, output a vector u ∈ Rm. The syntax is extended naturally to matrix images.

Let n,m ∈ N and s̃ > 0 be parametrised by λ. The scheme is said to be (n,m, s̃)-correct if, for smin(S) ≥ s̃,
the following hold:

– The distribution
{
A : (A, td)← TrapGen(1λ, 1n, 1m)

}
is statistically close to the uniform distribution

over Rn×mq .

– For any v ∈ Rnq and (A, td)← TrapGen(1λ, 1n, 1m), the distributions DΛv
q (A),S and SampPre(td,v,S) are

statistically close except with negligible probability.
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Gadget matrix. Let δ ≥ 2. We set q̃ := dlogδ qe, gT = [1, δ, . . . , δq̃−1] ∈ R1×q̃
q and Gn := In ⊗ gT ∈ Rn×(n·q̃)

q .

When the dimensions are clear from context we simply write G. Write G−1
n : Rn×tq → R(n·q̃)×t

q for the inverse
function that takes a matrix of entries in Rq, and decomposes each entry w.r.t. the base δ. We also write
g−1 for G−1

1 . As an immediate corollary of Theorem 4.1 in [MP12] and Lemma 4 there exists a negligible

function ε(ϕ · n · q̃) such that ηε(Λ
⊥
q (Gn)) ≤

√
5 · ω(

√
log(ϕ · n · q̃)).

Lemma 12 (Regularity Lemma (adapted from [LPR13, Cor. 4.2])). Let Rq have degree ϕ and split
into fields of super-polynomial size. Let A← Rn×mq . Then with probability 1− 2−Ω(ϕm) over the choice of A,
the distribution of A · x ∈ Rnq where each coordinate of x ∈ Rm is chosen from a discrete Gaussian of width

σ > 8ϕ
√
m · qn/m+2/(ϕ·m) is within negl(λ) statistical distance to uniform.

Lemma 13 (Gadget Trapdoors (adapted from [MP12])). Let Rq have degree ϕ and split into fields

of super-polynomial size, m ≥ n · (q̃ + 1) and s̃ = δ · r̃ · ω(
√
n · q̃ · log(m · ϕ)) where r̃ = σ ·

√
2 (m− n · q̃) · ϕ

and σ > 2ϕ · qn/m+2/(ϕ·m). There exists a (n,m, s̃)-correct lattice trapdoor scheme over Rq.
Furthermore, the following advanced properties are satisfied:

– A trapdoor td takes the form of a “Gn-trapdoor”, i.e. td = (R,H) ∈ Rm×n·q̃q ×Rn×nq satisfying A ·R ≡
H ·Gn mod q, H being invertible over Rq, and each column r ∈ Rmq of R satisfies ‖r‖ ≤ r̃, implying

‖R‖ ≤
√
n · q̃ · r̃. The tag is taken to be H = In when omitted.

– The statistical closeness between DΛv
q (A),S and SampPre(td,v,S) holds for any td = (R,H) with A ·R ≡

H ·Gn mod q, H invertible over Rq, and smin(S) ≥ δ · ‖R‖ · ω(
√

log(m · ϕ)).

The following result is immediate from linear algebra for fields, but requires a bit more care for more
general Rq.

Proposition 1. Let Rq := R/(qR). Let A ∈ Rm×kq and B ∈ Rn×kq . There exists a PPT algorithm sampling
X ∈ Rm×nq uniformly at random subject to the condition that A ≡ X ·B mod q.

Proof. We first note that Rq is a principal ideal ring (PIR) because – by the Chinese Remainder Theorem –
it is the direct product of fields which are PIRs.18 In [Sto00] an algorithm is given for computing the Howell
Form of matrices over PIRs. Using the Howell Form of BT, we can compute an arbitrary solution X̃ satisfying
A ≡ X̃ · B mod q [Sto00, p.27]. Moreover, using the Howell Form of BT, we can compute a basis for the
kernel of BT [Sto00, p.70]. Picking a random element from the kernel (which is well-defined as a random
linear combination of its basis), we can sample X′ s.t. X′ ·B ≡ 0 mod q. The final solution is X̃ + X′. ut

4 Varying-Width κ-MSIS and κ-MLWE Assumptions

The security of the trapdoor sharing and its applications relies on versions of κ-SIS defined in [BF11]
and κ-LWE from [LPSS14]. We generalise these assumptions to structured lattices and to varying hint
distributions.

The κ-SIS assumption was generalised from Zq to the Rq setting before in [ACL+22], but not proven. In
this work we also define a ring-generalisation of κ-LWE. These definitions can be found in Appendix B.

The security arguments in this work require two sets of hints that have different covariance matrices.
Intuitively, one set of the hints has to be more ‘narrow’ than the other to cover for the subsequent norm
blow-up. Therefore, we further generalise both assumptions to allow varied hints.

Definition 3 (κ-MSIS Assumption With Varied Hints.). Let ϕ, n,m, log q, κ, {smax(Si)}i, β ∈ poly(λ)
with n, κ ≤ m. An instance of κ-MSISRq,n,m,{Si}i,β problem is a uniform matrix A← Rn×mq and κ vectors

ei ← DΛ⊥q (A),Si for i ∈ [κ] and arbitrary full-rank matrix Si ∈ Rϕm×ϕm. A solution to the problem is a vector

v ∈ Rmq such that: (1) A ·v ≡ 0 mod q, (2) ‖v‖ ≤ β, (3) v /∈ K-span(e0, . . . , eκ−1). The κ-MSISRq,n,m,{Si}i,β
assumption states that any PPT A finds a solution with probability ≤ negl(λ).

18 Following, [Sto00], we do not require PIRs to not have zero divisors, in contrast to principal ideal domains (PIDs).
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Definition 4 (κ-Uniform Distribution19). Let ϕ, κ,m, log q ∈ poly(λ) with κ ≤ m. For any U ∈ Rm×κq ,

denote U⊥ =
{
x ∈ Rmq : xT ·U = 0T mod q

}
. The κ-uniform distribution with parameters U,R, q, χ is

U(U⊥) +DmR,χ :=
{
b
∣∣ x← U⊥, e← DmR,χ; b := x + e

}
.

Definition 5 (κ-MLWE Assumption With Varied Hints.). Let n,m, log q, κ, χ, {smax(Si)}i ∈ poly(λ)
with n, κ ≤ m. Let {Si}i be a set of arbitrary full-rank matrices Si ∈ Rϕm×ϕm. The κ-MLWERq,n,m,{Si}i,χ
assumption states that for any PPT A, the following distributions over (A,U,b) are indistinguishable:

A← Rn×mq

U←
κ−1∏
i=0

DΛ⊥q (A),Si

s← Rnq , e← DmR,χ
bT := sT ·A + eT mod q


and


A← Rn×mq

U←
κ−1∏
i=0

DΛ⊥q (A),Si

b← U(U⊥) +DmR,χ

.

Since Zq is a cyclotomic ring of degree 1 some instances of κ-MSISRq,n,m,{Si}i,β and κ-LWERq,n,m,{Si}i,χ
problems are as hard as SIS and LWE via reductions in [BF11, LPSS14]. In Theorem 1 we adapt the reduction
of [LPSS14] over Zq to hints with different covariance matrices.

Previous work only covered the case where Si = S = diag (σI, σ′I). Now the reduction allows for
Si = diag (σiI, σ

′
iI) that is slightly more general than what we need for the security proof. The difference

in the top and bottom standard deviations of the hints σi and σ′i is a proof artefact that we inherit from
[LPSS14].

Theorem 1 (Generalised from [LPSS14, Thm. 18 (eprint)]). Let n,m, κ, q, β, β′, χ, χ′, {σi, σ′i}i∈[κ]

satisfy the following:

– κ ≥ 100, ∀i ∈ [κ] : σi > 0, σ′i > 0,
– m ≥ max{Ω(κ log(κmaxi(σi))), Ω(n log q)},
– q > maxi(σ

′
i)
√

logm is prime,
– mini(σi) > max(Ω(

√
κm logm),max(σ′i)

κ/(m+κ)), and

– mini(σ
′
i) ≥ Ω(κ

√
mmax(σi)

2 log3/2(κmmax(σi))).

Let Si = diag (σiI, σ
′
iI). If

β > Ω(m3/2 max(σ′i) · β′) and χ′ > Ω(m3/2 max(σ′i) · χ)

then there exists a PPT reduction from SISZq,n,m,β to κ-SISZq,n,m+κ,{Si}i,β′ and a PPT reduction from
LWEZq,n,m,χ to κ-LWEZq,n,m+κ,{Si}i,χ′ .

Proof. (Sketch) We obtain the proof by following exactly the strategy of [LPSS14]. The only adaptation
we require is proving Lemma 29 that corresponds to Lemma 16 in the original paper (eprint numbering).
For that we also adapt Lemma 27 and Lemma 28 that correspond to Lemmas 6 and 7 of the original work
accordingly. See Appendix B for these adapted lemmas.

Remark 2. We conjecture that for more general rings κ-MSISRq,n,m+κ,{Si}i,β′ is as hard as MSISRq,n,m,β and
κ-MLWERq,n,m+κ,{Si}i,χ′ is as hard as MLWERq,n,m,χ for adapted parameters.

5 Partial Lattice Trapdoors

In Section 5.1 we formally define the syntax and security of a threshold partial lattice trapdoor, in Section 5.2
we provide our full construction and its correctness analysis. Sections 5.3 and 5.4 are devoted to a handful of
lemmas and their proofs, which will be useful for proving security (one-wayness and indistinguishability) of
our construction in Sections 5.5 and 5.6.

19 In the sense of [LPSS14].
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Expx,bΠ,A,parx(1
λ)

C ← A(1λ) // set C of corrupt parties

assert C ⊂<t [k]

(A, td)← TrapGen(1λ, 1n, 1m)

for j ∈ [k] : ptdj ← PTrapGen(A, td, j)

(T ∗, i∗)← APSampPreO(·)
(
A,
(
ptdj

)
j∈C

)
(hint,y∗)← SISChalO(T ∗, i∗)

if x = OW:

x∗ ← APSampPreO(·)(hint,y∗)

b0 := (A · x∗ = y∗ mod q)

b1 := (‖x∗‖ ≤ β)

return b0 ∧ b1
if x = IND :

(c0, c1)← LWEChalO(A,y∗)

b′ ← APSampPreO(·) (hint,y∗, c0, c1)

return b′

SISChalO(T ∗ ⊆t [k], i∗)

assert i∗ ∈ T ∗ \ C
y∗ ←Rnq
for j ∈ T ∗ \ {i∗} :

x∗j ← PSampPre
(
A, ptdj , T

∗,y∗, σ
)

hint :=
(
x∗j
)
j∈T∗\{i∗}

return (hint,y∗)

LWEChalO(A,y∗)

s←Rnq , e← χm0

c0 := sT ·A + eT mod q

if b = 0 : e← χ1; c1 := sT · y∗ + e mod q

if b = 1 : c1 ←Rq
return (c0, c1)

PSampPreO(T ⊆t [k])

y←Rnq
for j ∈ T : xj ← PSampPre

(
A, ptdj , T,y, σ

)
return

(
(xj)j∈T ,y

)
Fig. 1. Security and indistinguishability experiments for partial lattice trapdoor.

5.1 Definitions

Definition 6 (Partial Lattice Trapdoors). A (t, k)-threshold partial lattice trapdoor scheme over Rq
is an extension of a (full) lattice trapdoor scheme (TrapGen,SampPre) over Rq with the PPT algorithms
(PTrapGen,PSampPre,Rec):

ptdj ← PTrapGen(A, td, j): The partial trapdoor generation algorithm inputs a matrix A, its (full) trapdoor
td and an index j ∈ [k], and generates a partial trapdoor ptdj of A for j.

xj ← PSampPre
(
A, ptdj , T,y, σ

)
: The partial preimage sampling algorithm, given a partial trapdoor ptdj

for index j, a set T ⊆t [k], a target image y, and a Gaussian parameter σ, samples a partial preimage xj
for j.

x← Rec
(

(xj)j∈T

)
: The reconstruction algorithm, given a tuple of partial preimages (xj)j∈T , reconstructs

a preimage x.

Definition 7 (Correctness). Let k, n,m, m̃, t ∈ N with t ≤ k and n ≤ m, and s̃, β, σ > 0. A (t, k)-threshold
partial lattice trapdoor scheme is said to be (n,m, s̃, β, σ)-correct if the underlying lattice trapdoor scheme
(TrapGen,SampPre) is (n,m, s̃)-correct, and for any t-subset T ⊆t [k] and vector y ∈ Rnq , it holds that

Pr


A · x ≡ y

∧ ‖x‖ ≤ β

∣∣∣∣∣∣∣∣∣∣∣

(A, td)← TrapGen(1λ, 1n, 1m)

ptdj ← PTrapGen(A, td, j) ∀j ∈ [k]

xj ← PSampPre
(
A, ptdj , T,y, σ

)
∀j ∈ T

x← Rec
(

(xj)j∈T

)

 ≥ 1− negl(λ).

Definition 8 (One-wayness and Indistinguishability). Let k, n,m, t ∈ N with t ≤ k and n ≤ m, and
β, χ0, χ1, σ > 0. Denote parOW = (n,m, β, σ) and parIND = (n,m, χ0, χ1, σ). A (t, k)-threshold partial lattice
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PTrapGen(A ∈ Rnt×2mt
q , td, j)

(Cj , tdCj )← TrapGen(1λ, 1n, 1m)

Uj ← SampPre(A, td,vj ⊗Cj ,S)

if RankK(Uj) 6= m : return ⊥
ptdj := (Uj ∈ R2mt×m,Cj ∈ Rn×mq , tdCj )

return ptdj

PSampPre(A, ptdj , T,y ∈ Rntq , σ)

VT := (vj)j∈T ∈ Rt×tq

zj :=
(
(êT
T,j ·V−1

T )⊗ In
)
· y mod q ∈ Rnq

// Decomp. y =
∑
j∈T vj ⊗ zj mod q is unique

Σj := σ2 · (U†j ·Uj)
−1

dj ← SampPre(Cj , tdCj , zj ,
√

Σj)

return xj := Uj · dj ∈ R2mt

Fig. 2. Partial lattice trapdoor construction with Rec((xj)j∈T ) =
∑
j∈T xj .

trapdoor scheme is said to be parOW-one-way, if for any PPT A it holds that

Pr
[
ExpOWΠ,A,parOW(1

λ) = 1
]
≤ negl(λ),

and it is said to have parIND-indistinguishability, if for any PPT A∣∣∣Pr
[
ExpIND,0Π,A,parIND

(1λ) = 1
]
− Pr

[
ExpIND,1Π,A,parIND

(1λ) = 1
]∣∣∣ ≤ negl(λ),

where the experiments Expx,bΠ,A,parx for x ∈ {OW, IND} and b ∈ {0, 1} are defined as in Fig. 1.

Remark 3. In the above, we define PSampPre to take as input the reconstruction set T and Rec does not.
For our proof of feasibility, this is a natural choice since it simplifies the construction and its analysis while
already being useful in some contexts. Indeed, we note that such a setting is common among lattice-based
threshold signature schemes (e.g. [DKM+24, KRT24, BKL+25]). This choice, however, is not inherent to the
notion of partial trapdoors: we could consider a variant where PSampPre is oblivious to T while Rec takes T
as input, and define correctness, one-wayness and indistinguishability analogously.

5.2 Construction

Let t, n, log q ∈ poly(λ) and m = n · (dlog qe+ 1). Let {v0, v1, . . . , vk−1} ⊆ R×q be an arbitrary set such that
vi − vj ∈ R×q for all i 6= j. In our setting this holds with overwhelming probability for random vi and vj .
More generally, this can be achieved, for example, by choosing vj with small ‖vj‖ for all j [ACX21]. For

j ∈ [k], let vj := (1, vj , . . . , v
t−1
j ). Let êT,j ∈ {0, 1}T the unit-vector indexed by j. Let (TrapGen,SampPre)

be a lattice trapdoor scheme, e.g. that specified in Lemma 13, which is (nt, 2mt, s̃)-correct with some s̃ > 0.
In Fig. 2 we construct a (t, k)-threshold partial lattice trapdoor scheme, where we let S ∈ R2ϕmt×2ϕmt be
Gaussian parameters hardwired in the PTrapGen algorithm.

Theorem 2 (Correctness). Let parameters be as in Table 2, in particular β ≥ t · σ ·
√

2mtϕ. The partial
lattice trapdoor in Fig. 2 is (nt, 2mt, s̃, β, σ)-correct.

Proof. With overwhelming probability, Uj sampled in PTrapGen have full K-rank by Theorem 9, so that it
does not abort. Assume this is the case in the rest.

For each j ∈ T , the output xj of PSampPre(A, ptdj , T,y, σ) satisfies

A · xj = A ·Uj · dj ≡ (vj ⊗Cj) · dj = vj ⊗ (Cj · dj) ≡ vj ⊗ zj mod q.

Observe that the vertical concatenation of zj ’s (ordered by T ) yields
...

zj
...

 ≡


...
((êTT,j ·V

−1
T )⊗ In) · y
...

 = (V−1
T ⊗ In) · y = (VT ⊗ In)

−1 · y mod q.
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Hence the reconstructed vector x =
∑
j∈T xj satisfies

A · x =
∑
j∈T

A · xj ≡
∑
j∈T

vj ⊗ zj =
∑
j∈T

(VT ⊗ I) · (êT,j ⊗ zj)

= (VT ⊗ I) ·


...

zj
...

 = (VT ⊗ I) · (VT ⊗ I)
−1 · y = y mod q.

For any j ∈ [k], Cj generated by TrapGen is primitive with overwhelming probability by Lemmas 8 and 13.
Conditioned on this, the distribution of x∗j is identical to D

Λ(Uj)∩Λ
v⊗zj
q (A),σ

by Lemma 14, and Pr[‖xj‖ ≥
σ ·
√

2mtϕ] ≤ 2−2mtϕ by Lemma 6. Finally, Pr[‖x‖ ≥ t · σ ·
√

2mtϕ] ≤ t · 2−2mtϕ. ut

5.3 Useful Lemmas for Security Proofs

In this subsection, we provide several lemmas which will be useful in arguing security of our partial trapdoor
scheme. Using these, we establish in Section 5.4 a sequence of distributions and their statistical closeness.
Building upon these, in Sections 5.5 and 5.6 we state and prove our main theorems on the one-wayness and
indistinguishability of our partial lattice trapdoor.

Lemma 14 states that, for U satisfying A ·U ≡ v ⊗C, the distribution of U · d for an appropriately
distributed d follows Gaussian over the intersection of the lattice Λ(U) and the coset Λv⊗z

q (A).

Lemma 14 (Sampling from the intersection). Let A ∈ Rnt×2mt
q , v ∈ Rtq, and σ ∈ R+. Let C ∈ Rn×mq

be primitive. Let U ∈ Rmt×m be any matrix satisfying A ·U ≡ v⊗C mod q. Let Σ := σ2 · (U† ·U)
−1

. Then
for any z ∈ Rnq , the following distributions are identical:{

x
∣∣∣ d← DRm,√Σ : C · d ≡ z mod q; x := U · d

}
and DΛ(U)∩Λv⊗z

q (A),σ.

Proof. We show that U · DRm,√Σ = DΛ(U),U
√

Σ = DΛ(U),σ. The first equality is by definition. We show the

second equality by direct calculation. Fix any x ∈ Λ(U) and write x = U · d for some d ∈ Rm. Notice that

ρU·
√

Σ(x) = ρU·
√

Σ(U · d) = ρ√Σ(d)

= exp(−π · d† ·Σ−1 · d) = exp(−π · d† ·U† ·U · d/σ2)

= ρσ(x).

Therefore,

ρU
√

Σ(Λ(U)) =
∑

x∈Λ(U)

ρU
√

Σ(x) =
∑

x∈Λ(U)

ρσ(x) = ρσ(Λ(U))

and

DΛ(U),U
√

Σ(x) =
ρU
√

Σ(x)

ρU
√

Σ(Λ(U))
=

ρσ(x)

ρσ(Λ(U))
= DΛ(U),σ(x).

The claim then follows by conditioning on C · d ≡ z mod q. ut

Proposition 2 is a regularity lemma analogous to the classic result of [GPV08].

Proposition 2 (Image distribution). Fix any primitive A ∈ Rnt×2mt
q , any v ∈ R×q , and

√
Σ ∈ R2mt×2mt.

Define v = (1, v, . . . , vt−1)
T
. If
√

Σ ≥ ηε(Λ
⊥
q (A)) for some ε ≤ negl(λ) then the following distributions

(parametrised by (A, v)) are statistically close in λ.{
U
∣∣∣ U← (DRmt,√Σ)

m
: A ·U ∈ (Rq-span(v ⊗ I))

m
}
,{

U
∣∣∣ C← Rn×mq ; U← (DRmt,√Σ)

m
: A ·U = v ⊗C mod q

}
.
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Proof. Define the lattice Λ and consider:

Λ :=
{
u ∈ Rmt : ∃ z ∈ Rnq , A · u ≡ v ⊗ z mod q

}
,

Λ⊥q (A) :=
{
u ∈ Rmt : A · u ≡ 0 mod q

}
,

Λv⊗c
q (A) :=

{
u ∈ Rmt : A · u ≡ v ⊗ c mod q

}
.

Since A is primitive, the image space satisfies{
A · u mod q : u ∈ Rmt

}
= Rntq ,

{A · u mod q : u ∈ Λ} =
{
v ⊗ z mod q : z ∈ Rnq

}
.

Since smin(
√

Σ) ≥ ηε(Λ⊥q (A)), by Lemma 5, DΛ,√Σ mod Λ⊥q (A) is statistically close to U(Λ/Λ⊥q (A)). Since

(multiplication by) A is an isomorphism from Λ/Λ⊥q (A) to the image space
{
v ⊗ z mod q : z ∈ Rnq

}
, we have

A · (DΛ,√Σ mod Λ⊥q (A)) mod q being statistically close to U(
{
v ⊗ z mod q : z ∈ Rnq

}
). The claim follows by

repeating the above argument for each column of C. ut

For U satisfying A ·U ≡ v⊗C, Proposition 3 gives a bound on the smoothing parameter of the intersection
of the lattices Λ(U) and Λ⊥q (A).

Proposition 3 (Smoothing of intersection). Let ε > 0, v ∈ Rtq be a vector with invertible coefficients,
A ∈ Rnt×2mt

q , C ∈ Rn×mq and U ∈ Rmt×m with A ·U ≡ v ⊗C. Then

ηε(Λ(U) ∩ Λ⊥q (A)) ≤ smax(U) · ηε(Λ⊥q (C)).

Proof. Observe

Λ(U) ∩ Λ⊥q (A) = {U · d | d ∈ Rm : A ·U · d = 0 mod q}
= {U · d | d ∈ Rm : C · d = 0 mod q} = U · Λ⊥q (C)

where the first equality holds since the coefficients of v are invertible elements. The claim follows from a direct
inspection of the smoothing parameters of U · Λ⊥q (C) and from the inequality ‖U · x‖ ≤ smax(U) · ‖x‖. ut

Lemma 15 below will be useful for arguing the partial trapdoor sampling in later subsections.

Lemma 15. Let A ∈ Rnt×2mt
q be primitive, v ∈ Rtq,

√
Σ1 ∈ R2mt×2mt and

√
Σ0 ∈ Rm̃×m̃. If

√
Σ1 ≥

ηε(Λ
⊥
q (A)),

√
Σ0 ≥ ηε(Λ

⊥
q (G)), and Σ be such that Σ−1 =

(
Σ−1

1

Σ−1
0

)
, then following distributions are

statistically close in λ:{
U
∣∣ U← (DRmt,√Σ1

)
m

: A ·U ∈ (Rq-span(v ⊗ In))
m}

,{
U
∣∣∣ [U‖W]← (DRmt+m̃,√Σ)

m
: A ·U = v ⊗G ·W mod q

}
.

Proof. Applying Proposition 2, the first distribution is statistically close to{
U

∣∣∣∣∣ C← Rn×mq

U← (DRmt,√Σ1
)
m

: A ·U = v ⊗C mod q

}
.

For W← (DRm̃,√Σ0
)
m

, since
√

Σ0 ≥ ηε(Λ⊥q (G)), GW mod q is statistically close to uniform over Rn×mq by
Lemma 5, hence the above is statistically close to{

U

∣∣∣∣∣ W← (DRm̃,√Σ0
)m

U← (DRmt,√Σ1
)m : A ·U = v ⊗G ·W mod q

}
.
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Below we show that

D :=

{
(u,w)

∣∣∣∣∣ w← DRm̃,√Σ0

u← DRmt,√Σ1
: A · u = v ⊗G ·w mod q

}
,

D′ :=

{
(u,w)

∣∣∣∣ [u
w

]
← DRmt+m̃,√Σ : A · u = v ⊗G ·w mod q

}
are statistically close, then the claim follows by repeating over all columns.

The probability mass function of D is

D(u,w) =
exp(−πwTΣ−1

0 w)

ρ√Σ0
(Rm)

· exp(−πuTΣ−1
1 u)

ρ√Σ1
(Λv⊗Gw

q (A))

= (1 + negl(λ))
exp(−πwTΣ−1

0 w)

ρ√Σ0
(Rm)

· exp(−πuTΣ−1
1 u)

ρ√Σ1
(Λ⊥q (A))

where the second equality is due to A primitive,
√

Σ1 ≥ ηε(Λ⊥q (A)) and Corollary 2.

Denote by Λ :=

{
x =

[
u
w

]
∈ Rmt+m̃ : A · u = v ⊗G ·w mod q

}
. The probability mass function of D′ is

D′(u,w) =
exp(−π xT ·Σ−1 · x)

ρ√Σ(Λ)
=

exp(−πwT ·Σ−1
0 ·w) · exp(−π uT ·Σ−1

1 · u)

ρ√Σ(Λ)
,

where

ρ√Σ(Λ) =
∑

u,w:A·u=v⊗G·w mod q

exp(−πwTΣ−1
0 ·w) · exp(−π uT ·Σ−1

1 · u)

=
∑

w∈Rm̃
exp(−πwT ·Σ−1

0 ·w) ·
∑

u∈Λv⊗G·w
q (A)

exp(−π uT ·Σ−1
1 · u)

= (1− negl(λ)) ·
∑

w∈Rm̃
exp(−πwT ·Σ−1

0 ·w) ·
∑

u∈Λ⊥q (A)

exp(−πuT ·Σ−1
1 · u)

= (1− negl(λ)) · ρ√Σ0
(Rm̃) · ρ√Σ1

(Λ⊥q (A)),

where in the third equality we used again that A is primitive,
√

Σ1 ≥ ηε(Λ⊥q (A)) and Corollary 2. Therefore,

D′(u,w) = (1 + negl(λ)) · exp(−πwT ·Σ−1
0 ·w) · exp(−πuT ·Σ−1

1 · u)

ρ√Σ0
(Rm̃)ρ√Σ1

(Λ⊥q (A))
.

The statistical distance between D and D′ is hence

1

2

∑
u,w: A·u≡v⊗G·w

|D(u,w)−D′(u,w)| ≤ negl(λ). ut

5.4 Simulation of Partial Trapdoors and Preimages

Looking ahead, in Sections 5.5 and 5.6, we will prove the one-wayness and indistinguishability of our partial
trapdoor scheme from the κ-SIS and κ-LWE assumptions respectively for κ = 2m(t− 1). Both proofs consist
of two main steps:

1. Given a κ-SIS/LWE instance, simulate the partial trapdoors of corrupt parties and responses to partial
preimage queries to PSampPreO.

2. Use the adversary’s response to solve the κ-SIS/LWE instance.
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Table 1. Summary of distributions in Section 5.4.

D0 D1 D2 D3 D4

A TrapGen $ → Reverse-sampling
from 2m(t-1)-MSIS

Ã0,UCor,UHon

→

Cj , j ∈ C TrapGen → → → →
Uj , j ∈ C SampPre D

Λ
vj⊗Cj
q (A),SCor

→ From 2m(t-1)-MSIS
UCor

→

Cj , j /∈ C TrapGen $ Random image
from Uj

→ →

Uj , j /∈ C SampPre D
Λ

vj⊗Cj
q (A),SCor

Basis of random
subspace

→ BASIS-style sampling from 2m(t-1)-MSIS UHon

xj , j ∈ T SampPre D
Λ(Uj)∩Λ

vj⊗zj
q (A),σ

Random image
from Uj

→ →

Left-most column are main components in the construction (Fig. 2), where the view of an adversary is highlighted in gray. D0 refers to
the distribution induced by the construction, D4 is efficiently sampleable given an 2m(t− 1)-MSIS(/-MLWE) instance. “→” means same
as previous distribution; “$” means sample uniformly at random.

This subsection is dedicated to Step 1, i.e. simulating partial trapdoors and partial preimages, which is
common in both proofs.

In more detail, for any fixed set C ⊂t−1 [k] of corrupt parties, L ≤ poly(λ) number of partial preimage
queries, and reconstruction sets T` ⊆ [k] for ` ∈ [L], we define in Figs. 3 and 4 a sequence of distributions
Di, i ∈ {0, 1, 2, 3, 4} on the tuple(

A,
(
ptdj = (Uj ,Cj , tdCj

)
)
j∈C , (x`,j ,y`)`∈[L],j∈T`

)
which are statistically close to each other. The first distribution D0 captures the distribution of (a core part
of) the view of the adversary in the one-wayness and indistinguishability experiments20 (c.f. Fig. 1), where in
particular partial preimages x`,j are generated using genuinely distributed partial trapdoors ptdj . After a
number of modifications, in the last distribution D4, the partial preimages and partial trapdoors are instead
efficiently simulated from a varying-width κ-SIS/LWE instance. In particular, the matrices A and Cj are
no longer generated with trapdoors. For an overview of the modifications between subsequent distributions,
see Table 1.

In this subsection, in particular for distributions D3 and D4, we will assume for notational convenience
that party 0 is not corrupt, i.e. C ⊆t−1 [k] \ {0}. Under such an assumption we introduce the shorthand
V{0}∪C ∈ Rt×tq which denotes the Vandermonde matrix with (ordered) columns (vj)j∈{0}∪C . For distribution

D4, we further introduce the shorthands Hj , Ĥj ∈ Rnt×ntq for j /∈ C,

Hj :=


1
v−1
j

. . .

v
−(t−1)
j

⊗ In, Ĥj :=


1 1 . . . 1
1 v1

vj
. . . vt−1

vj
...

...
. . .

...

1
(
v1
vj

)t−1

. . .
(
vt−1

vj

)t−1

⊗ In, (7)

where we abuse notation by implicitly relabelling the set {0}∪C as [t], to avoid additional layers of subscripts.

In this case, since vj /∈ {v1, v2, . . . , vt−1} for any j /∈ C, the matrix Ĥj is guaranteed to be invertible over Rq.

Lemma 16 (D0 ≈s D4). Let parameters be as in Table 2. The distributions D0 in Fig. 3 and D4 in Fig. 4
are statistically close in λ.

Proof. The lemma follows from Lemmas 17 to 20 below.

We given an overview of the main ideas of the proof of Lemma 16.

20 More precisely, in ExpOWΠ,A,parOW , A is given these together with the challenge image y∗ and all but one partial

preimages
(
x∗j
)
j∈T∗\{i∗}, whereas in ExpINDΠ,A,parIND , A is further given the challenge LWE sample (c0, c1). We address

simulating the challenges in the main security proofs, i.e. Theorems 3 and 4.
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D0 → (A,
(
Uj ,Cj , tdCj

)
j∈C , (x`,j ,y`)`∈[L],j∈T`

)

(A, td)← TrapGen(1λ, 1nt, 12mt)

∀j ∈ [k], (Uj ,Cj , tdCj )← PTrapGen(A, td, j)

∀` ∈ [L], y` ←Rntq
∀` ∈ [L], j ∈ T`, x`,j ← PSampPre(A, (Uj ,Cj , tdCj ), T,y`)

D1 → (A,
(
Uj ,Cj , tdCj

)
j∈C , (x`,j ,y`)`∈[L],j∈T`

)

A←Rnt×2mt
q

∀j ∈ [k],

{
(Cj , tdCj )← TrapGen(1λ, 1n, 1m) j ∈ C
Cj ← Rn×mq j /∈ C

∀j ∈ [k], Uj ← (DR2mt,SCor
)m s.t. A ·Uj ≡ vj ⊗Cj

∀` ∈ [L], j ∈ T`, z`,j ←Rnq ; Λj := Λ(Uj) ∩ Λ
vj⊗z`,j
q (A); x`,j ← DΛj ,σ

∀` ∈ [L], y` :=
∑
j∈T`

vj ⊗ z`,j mod q

D2 → (A,
(
Uj ,Cj , tdCj

)
j∈C , (x`,j ,y`)`∈[L],j∈T`

)

A←Rnt×2mt
q

∀j ∈ C, (Cj , tdCj )← TrapGen(1λ, 1n, 1m)

∀j ∈ [k],

{
Uj ← (DR2mt,SCor

)m s.t. A ·Uj ≡ vj ⊗Cj j ∈ C
Uj ← (DR2mt,SCor

)m s.t. A ·Uj ∈ (Rq-span(vj ⊗ In))m j /∈ C

∀` ∈ [L], j ∈ T`, x`,j ← DΛ(Uj),σ

∀` ∈ [L], y` := A ·
∑
j∈T`

x`,j mod q

Fig. 3. Distributions D0, D1, D2, with respect to some fixed set C ⊂t−1 [k] of corrupt parties, L ≤ poly(λ) number of

partial preimage queries, and reconstruction sets T` ⊆ [k] for ` ∈ [L], satisfying D0

(Lem. 17)
≈ D1

(Lem. 18)
≈ D2

(Lem. 19)
≈

D3

(Lem. 20)
≈ D4.
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ExtendA(Ã0,UCor,UHon)→ (A,
(
Cj , tdCj

)
j∈C)

∀j ∈ C, (Cj , tdCj )← TrapGen(1λ, 1n, 1m)

Ã6=0 ←Rn(t−1)×2mt
q s.t. Ã6=0 · (UCor,UHon) ≡

(
diag

(
{Cj}j∈C

)
,Gn(t−1)

)
A :=

(
V{0}∪C ⊗ In

)
· diag

(
Ã0, Ã6=0

)
mod q

D3 → (A,
(
Uj ,Cj , tdCj

)
j∈C , (x`,j ,y`)`∈[L],j∈T`

)

Ã0 ←Rn×2mt
q

∀Typ ∈ {Cor, Hon}, U 6=0,Typ ← (DΛ⊥q (Ã0),STyp
)m(t−1)

(A,
(
Cj , tdCj

)
j∈C)← ExtendA(Ã0,UCor,UHon)

∀j ∈ [k],

{
Uj := UCor · (êC,j ⊗ In) // (Uj)j∈C = UCor j ∈ C
Uj ← (DR2mt,SCor

)m s.t. A ·Uj ∈ (Rq-span(vj ⊗ In))m j /∈ C
∀` ∈ [L], j ∈ T`, x`,j ← DΛ(Uj),σ

∀` ∈ [L], y` := A
∑
j∈T`

x`,j mod q

D4 → (A,
(
Uj ,Cj , tdCj

)
j∈C , (x`,j ,y`)`∈[L],j∈T`

)

Ã0 ←Rn×2mt
q

∀Typ ∈ {Cor, Hon}, U 6=0,Typ ← (DΛ⊥q (Ã0),STyp
)m(t−1)

(A,
(
Cj , tdCj

)
j∈C)← ExtendA(Ã0,UCor,UHon)

T :=

[
02mt×m̃ UHon

−Im̃ 0m̃×m(t−1)

]
∀j ∈ [k], Bj :=

[
HjA 1t ⊗−Gn

]
// Bj T ≡ Ĥj Gnt

∀j ∈ [k],


Uj := UCor · (êC,j ⊗ In) // (Uj)j∈C = UCor j ∈ C[
Uj ∈ R2mt×m

q

Wj ∈ Rm̃×mq

]
← (SampPre(Bj ,T, Ĥj ,0,SBASIS))

m j /∈ C

∀` ∈ [L], j ∈ T`, x`,j ← DΛ(Uj),σ

∀` ∈ [L], y` := A
∑
j∈T`

x`,j mod q

Fig. 4. Definitions of a subroutine ExtendA and distributions D3, D4, with respect to some fixed set C ⊂t−1 [k] of
corrupt parties, L ≤ poly(λ) number of partial preimage queries, and reconstruction sets T` ⊆ [k] for ` ∈ [L], satisfying

D0

(Lem. 17)
≈ D1

(Lem. 18)
≈ D2

(Lem. 19)
≈ D3

(Lem. 20)
≈ D4.
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D0 ≈s D1. The modifications from D0 to D1 are mostly about switching between running TrapGen and
sampling uniformly random matrices, and between running SampPre and sampling perfect Gaussian. The
statistical closeness of these changes can be argued by standard arguments. The most interesting difference is
how the x`,j are sampled in D0 and D1, which despite the differing representations are in fact identical. The
latter fact is shown in Lemma 14, which in turn is proven by a direct calculation of the Gaussian weights.

Lemma 17 (D0 ≈s D1). Let parameters be as in Table 2. The distributions D0 and D1 in Fig. 3 are
statistically close in λ.

Proof. For any y` ∈ Rntq , note that its decomposition into y` =
∑
j∈T vj ⊗ z`,j mod q with respect to

(vj)j∈T is unique. Consequently, a uniformly random y` ∈ Rntq induces uniformly random (z`,j)j∈T and
vice versa. It therefore suffices to consider the statement for any fixed (y`, (z`,j)j∈T )`∈[L] satisfying y` =∑

j∈T vj ⊗ z`,j mod q and the result follows from averaging. In the below, we denote the variants of D0 and
D1 with fixed Y := (y`)`∈[L] (and hence (z`,j)j∈T ) by D0,Y and D1,Y respectively. We will show that D0,y is
statistically close to D1,y.

In D0,Y, the tuple (A,
(
Uj ,Cj , tdCj

)
j∈[k]

, (x`,j)`∈[L],j∈T ) is sampled as follows: Run TrapGen to generate

A and its trapdoor. Run TrapGen to generate all the Cj with their trapdoors. For j ∈ [k], sample Uj from
SampPre(A, td,vj ⊗Cj ,SCor). For ` ∈ [L] and j ∈ T`, sample d`,j from SampPre(Cj , tdCj

, z`,j ,
√

Σj), and
set x`,j = Uj d`,j .

In D1,Y, the tuple is sampled as follows: Sample A uniformly at random. Run TrapGen to generate Cj

with their trapdoors for j ∈ C, and sample the remaining Cj uniformly at random. For j ∈ [k], sample Uj

from (DR2mt,SCor
)
m

subject to the constraint A Uj ≡ vj ⊗Cj . For ` ∈ [L] and j ∈ T , sample x`,j from DΛj ,σ
where Λj := Λ(Uj) ∩ Λ

vj⊗z`,j
q (A).

To see that the above are statistically close, we first invoke Lemma 13 to replace calls to SampPre in
D0,Y by perfect Gaussian sampling. We can then invoke Lemma 14, which states that sampling x`,j from

Λ(Uj) ∩ Λ
vj⊗z`,j
q (A) (as in D1,Y), where A Uj ≡ vj ⊗ Cj , is identical to first sampling Gaussians from

Λ
z`,j
q (Cj) and then multiplying the result by Uj (as in D1,Y). Finally, we invoke Lemma 13 to replace the

sampling of A from TrapGen(1λ, 1nt, 12mt) and of all (Cj)j /∈C from TrapGen(1λ, 1n, 1m) in D0,Yto sampling
them uniformly at random. ut

D1 ≈s D2. Recall that in distribution D1 the values Uj ,Cj ,x`,j are sampled subject to various constraints.
In distribution D2, the constraints for (Uj ,Cj)j /∈C and (x`,j)`∈[L],j∈T` are removed. To prove that D1 ≈s D2,
we rely on a generalised regularity lemma (Proposition 2) which states that first sampling a uniformly random
C and then a Gaussian U subject to A ·U ≡ v⊗C is statistically close to first sampling a Gaussian U subject
to A ·U ∈ (Rq-span(v ⊗ I))

m
and then computing the corresponding C. This regularity lemma generalises

that of [GPV08] as the latter can be recovered by setting v = 1. After that, the only difference between
D1 and D2 is in how the partial preimages x`,j (and hence y`) are sampled. In more detail, in D1 they are

sampled from Λ(Uj) ∩ Λ
vj⊗z`,j
q (A) for some random z`,j , while in D2 they are simply sampled from Λ(Uj).

Note that the relation between this pair of distributions is almost identical to that between the two ways
of sampling (Uj ,Cj) handled above, and thus the same technique as in the proof of Proposition 2 can be
applied. The only complication is that we have to upper bound the smoothing parameter of the intersection
Λ(Uj) ∩ Λ⊥q (A), which can be done using Proposition 3.

Lemma 18 (D1 ≈s D2). Let parameters be as in Table 2. The distributions D1 and D2 in Fig. 3 are
statistically close in λ.

Proof. With overwhelming probability, A ← Rnt×2mt
q is primitive since Rq splits into fields of super-

polynomial size. Our analysis below is conditioning on A being primitive. Since SCor ≥ ηε(Λ⊥q (A)), by Propo-
sition 2, the distribution D2 is statistically close in λ to a similar distribution D′2 where, for j /∈ C, we
sample Cj uniformly at random and then sample Uj subject to the constraint A Uj ≡ vj ⊗Cj , i.e. as in
D1. Now, the only difference between D1 and D′2 is in how x`,j (and hence y`) are sampled, and we can
consider (A,

(
Uj ,Cj , tdCj

)
j∈C) as being fixed. Note that it suffices to consider only primitive Cj , since they

are sampled uniformly at random and are thus primitive with overwhelming probability, given that Rq splits
into fields of super-polynomial size. Since in both D1 and D′2 the distributions of x`,j for different (`, j) are
independent, it suffices to analyse the distribution of x`,j for each fixed (`, j).
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It remains to show that, for any fixed primitive A ∈ Rnt×2mt
q , primitive C ∈ Rn×mq , v = (1, v, . . . , vt−1)

with v ∈ R×q , and U ∈ R2mt×m with A ·U ≡ v ⊗C, the following distributions are statistically close in λ:{
x
∣∣∣ z← Rnq ; x← DΛ(U)∩Λv⊗z

q (A),σ

}
and

{
x
∣∣ x← DΛ(U),σ

}
.

For this, we will use the same technique as in the proof of Proposition 2.
Fix any p ∈ R2mt satisfying A · p = v ⊗ z mod q. Define the lattice Ψ ⊂ Λ(U) and lattice coset Ψ + p:

Ψ := {x ∈ Λ(U) : A · x ≡ 0 mod q},
Ψ + p := {x ∈ Λ(U) : A · x ≡ v ⊗ z mod q}.

Since C is primitive, the set of all images is

{A · x mod q : x ∈ Λ(U)} = {A ·U · d mod q : d ∈ Rm}
= {v ⊗C · d mod q : d ∈ Rm}
=
{
v ⊗ z mod q : z ∈ Rnq

}
.

By Proposition 3, ηε(Λ(Ψ)) ≤ ‖U‖·ηε(Λ⊥q (C)), and ‖U‖ ≤ smax(SCor)·
√
ϕm2t with overwhelming probability

by standard tail bound. Therefore we have σ ≥ ηε(Λ(Ψ)) with overwhelming probability by the choice of
parameter, and by Lemma 5, DΛ(U),σ mod Ψ is statistically close to U(Λ(U)/Ψ). Since Λ(U)/Ψ is isomorphic

to the image space
{
v ⊗ z mod q : z ∈ Rnq

}
, we have that A · (DΛ(U),σ mod Ψ) mod q is statistically close to

U(
{
v ⊗ z mod q : z ∈ Rnq

}
). ut

D2 ≈s D3. By hopping from D0 to D2, what we have accomplished so far is to let partial preimages be
sampled as x`,j ← DΛ(Uj),σ. However, the matrices Uj are sampled inefficiently from Gaussian distributions
subject to some hard constraints. Through defining D3 and D4, our goal is to simulate the matrices Uj (along

with A) given a varying-width κ-SIS/LWE instance (Ã0,UCor,UHon) satisfying Ã0 · (UCor,UHon) ≡ 0, where
UCor,UHon are Gaussian matrices with varying Gaussian parameters SCor and SHon respectively. It is crucial
that the Gaussian parameter SCor associated with the corrupt parties is “larger” than that SHon associated
to the honest parties. This is because, while we can directly split UCor into (Uj)j∈C for the corrupt parties,
simulating partial trapdoors and partial preimages for honest parties requires rerandomising UHon which
makes the Gaussian width of the resulting partial preimages to be larger than SHon. Therefore, there must be
a large enough gap between SCor and SHon so that partial preimages for both corrupt and honest parties have
identical Gaussian widths.

Although being visually quite different, the closeness of D2 and D3 can be proven by some simple
arithmetic and two invocations of “reverse sampling” (Theorem 9, generalisation of Lemma 2), which states
that for fixed V first sampling uniformly random A and then Gaussian U subject to A ·U ≡ V is statistically
close to first sampling a Gaussian U and then a uniformly random A subject to the same constraint.

Lemma 19 (D2 ≈s D3). Let parameters be as in Table 2. The distributions D2 in Fig. 3 and D3 in Fig. 4
are statistically close in λ.

Proof. We argue by gradually modifying D3 into D2 through statistically close hybrids. Note that the only
difference between D2 and D3 lies in how (A, (Uj)j∈C) are sampled. It therefore suffices to argue that
the distributions of (A, (Uj)j∈C) in D2 and D3 are statistically close. We will denote UCor := (Uj)j∈C ∈
R2mt×m(t−1)
q the horizontal concatenation of Uj for all j ∈ C, equivalently Uj = UCor(êC,j ⊗ In). Similarly,

denote UHon := (Uj)j∈C ∈ R2mt×m(t−1)
q .

By Theorem 9, (Ã0,UCor,UHon) sampled from
Ã0 ← Rn×2mt

q ,

UCor ← (DΛ⊥q (Ã0),SCor
)m(t−1)

UHon ← (DΛ⊥q (Ã0),SHon
)m(t−1)

 and


UCor ← (DR2mt,SCor

)m(t−1),

UHon ← (DR2mt,SHon
)m(t−1),

Ã0 ← Rn×2mt
q : Ã0 · (UCor,UHon) = 0 mod q
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are statistically close. Hence, the joint distribution of (Ã0, Ã 6=0,UCor,UHon) from D3, conditioned on Cj ’s, is
statistically close to that sampled from

UCor ← (DR2mt,SCor
)m(t−1),UHon ← (DR2mt,SHon

)m(t−1),

[
Ã0

Ã 6=0

]
← Rnt×2mt

q s.t.

[
Ã0

Ã 6=0

]
· (UCor,UHon) =


. . .

. . .

diag ((Cj)j∈C) Gn(t−1)

. . .
. . .

0n×2m(t−1)
 =: Ĉ mod q


.

Since multiplication by V{0}∪C ⊗ In is bijective over Rq,
[

Ã0

Ã6=0

]
from above is identically distributed as A

sampled from

A← Rnt×2mt
q : A · (UCor,UHon) =

(
V{0}∪C ⊗ In

)
· Ĉ mod q

= ((. . . ,vj ⊗Cj , . . .)j∈C , (. . . ,vj ⊗Gn, . . .)j∈C) mod q.

Notice that the above sampling constraint is equivalent to AUj = vj ⊗Cj mod q for all j ∈ C, similarly
AUj = vj ⊗Gn mod q for all j ∈ C. Applying Theorem 9 again, (A, (Uj ,Uj)j∈C) from above is statistically
close to that from 

A← Rnt×2mt
q

Uj ← (DR2mt,SCor
)
m

: A ·Uj ≡ vj ⊗Cj mod q ∀j ∈ C
Uj ← (DR2mt,SHon

)
m

: A ·Uj ≡ vj ⊗Gn mod q ∀j ∈ C

.
At this point, (A, (Uj)j∈C) is sampled exactly as in D2. ut

D3 ≈s D4. Finally, the only difference between D3 and D4 is that, in the latter, Uj for honest parties j /∈ C are
simulated from UHon. Specifically, the step Uj ← (DR2mt,SCor

)
m

s.t. A ·Uj ∈ (Rq-span(vj ⊗ In))
m

is replaced

by the following procedure: Let T :=

[
02mt×m̃ UHon

−Im̃ 0m̃×m(t−1)

]
be a trapdoor of the BASIS-like matrices [WW23]

Bj :=
[
Hj ·A 1t ⊗−Gn

]
for all j /∈ C. Note that Bj ·T ≡ Ĥj ·Gnt. Using such a trapdoor, we can sample

Uj by

[
Uj ∈ R2mt×m

q

Wj ∈ Rm̃×mq

]
← (SampPre(Bj ,T, Ĥj ,0,SCor))

m, where Wj can be discarded afterwards.

The proof of statistical closeness between D3 and D4 is the most involved among all hops. It consists of
two main steps. The first is to show that, assuming that the trapdoor T is a valid G-trapdoor of Bj with tag

matrix Ĥj for all j /∈ C, then Uj sampled in D3 and D4 are statistically close. For this, we use Lemma 15
which in turn follows from the regularity lemma (Proposition 2) and direct inspection of Gaussian weights.
The second step is to show that T is indeed a trapdoor and with the desirable quality. This follows by
bounding the norm of T and proving that Bj ·T ≡ Ĥj ·Gnt by direct inspection.

Lemma 20 (D3 ≈s D4). Let parameters be as in Table 2. Let (TrapGen,SampPre) be that in Lemma 13.
Then D3 and D4 in Fig. 4 are statistically close in λ.

Proof. It suffices to consider the distribution of Uj for j /∈ C, since in both D3 and D4 the conditional
distributions of all other variables conditioning on (Uj)j /∈C are identical.

Assume for a moment that, T constructed in D4 is a valid G-trapdoor of Bj with Ĥj the appropriate tag

matrix (given by Eq. (7)), for all j /∈ C, so that sampling

[
Uj

Wj

]
from SampPre(Bj ,T, Ĥj ,0,SCor) is possible.

For any j /∈ C, we inspect the relation between Uj ,Wj .

Write A =

 A0

...
At−1

, i.e. each Ai ∈ Rn×2mt
q , i ∈ [t], is a row chunk of A. Recall the definition of Hj in

Eq. (7), and observe that the constructed Bj is of the form

Bj =
[
Hj ·A 1t ⊗−Gn

]
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=


v
−0
j In

. . .

v
−(t−1)
j In

 ·A 1t ⊗−Gn

 =


1 · A0 −G

v−1
j · A1 −G

...
...

v
−(t−1)
j · At−1 −G

 ∈ Rnt×(mt+m̃)
q .

Therefore the sampled Uj ,Wj satisfy
1 · A0 −G

v−1
j · A1 −G

...
...

v
−(t−1)
j · At−1 −G

 ·
[

Uj

Wj

]
≡ 0 mod q.

The above is equivalent to that, for each i ∈ [t],

Ai ·Uj ≡ vij ·G ·Wj mod q.

Concatenating vertically for all i ∈ [t], we obtain

A ·Uj ≡ vj ⊗G ·Wj mod q.

We will see that by the choice of parameters, we can invoke Lemma 13 so that Uj obtained from SampPre is
statistically close to{

Uj

∣∣∣∣ [Uj

Wj

]
← (DR2mt+m̃,SCor

)
m

: A ·Uj ≡ vj ⊗G ·Wj mod q

}
.

Further, with overwhelming probability, A is primitive by Lemma 8 and SCor ≥ ηε(Λ
⊥
q (A)) by Lemma 4.

Conditioned on these and applying Lemma 15 (where we set
√

Σ0 = σGI and
√

Σ1 = SCor), we have Uj from
above is statistically close to that in D3.

It remains to show that, with overwhelming probability, T is indeed a G-trapdoor of Bj with tag Ĥj

(cf. Lemma 13) under the specified parameters. By Lemmas 6 and 11, ‖UHon‖ ≤ smax(SHon)
√
ϕ2mt ·m(t− 1)

with overwhelming probability. Also, by Lemma 13, for any j ∈ C, each column of tdCj
has norm upper-

bounded by ηC
√

2(m− m̃) · ϕ with overwhelming probability, where ηC is defined in Table 2. Conditioned

on these, it holds ‖T‖ ≤ 2 · ηC · smax(SHon) · ϕ · m
√

(m− m̃)t(t− 1), therefore T satisfies the desired

norm bound of δ · ‖T‖ · ω(
√

log((2mt+ m̃) · ϕ)) ≤ smin(SCor) required by Lemma 13. Finally, to see that

Bj ·T = Ĥj ·Gnt mod q holds, the following abbreviations will be handy:

Hj ·
(
V{0}∪C ⊗ In

)
=


1 1 . . . 1
v0
vj

v1
vj

. . . vt−1

vj
...

...
. . .

...(
v0
vj

)t−1 (
v1
vj

)t−1

. . .
(
vt−1

vj

)t−1

⊗ In

=


In In . . . In

v0
vj

In
v1
vj

In . . .
vt−1

vj
In

...
...

. . .
...(

v0
vj

)t−1

In

(
v1
vj

)t−1

In . . .
(
vt−1

vj

)t−1

In

 =:


H00 H01

H10 H11

,

where H00 ∈ Rn×nq , H01 ∈ Rn×n(t−1)
q , H10 ∈ Rn(t−1)×n

q , H11 ∈ Rn(t−1)×n(t−1)
q .

Now recall that by construction, A =
(
V{0}∪C ⊗ In

)
·
[

Ã0

Ã 6=0

]
mod q. Using the above shorthand, we can

write

Hj ·A = Hj ·
(
V{0}∪C ⊗ In

)
·
[

Ã0

Ã6=0

]
=

[
H00 · Ã0 + H01 · Ã 6=0

H10 · Ã0 + H11 · Ã 6=0

]
.
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Consequently,

Bj ·T =

[
H00 · Ã0 + H01 · Ã 6=0 −Gn

H10 · Ã0 + H11 · Ã 6=0 1t−1 ⊗−Gn

]
·
[
02mt×m̃ UHon

−Im̃ 0m̃×m(t−1)

]
=

[
Gn (H00 · Ã0 + H01 · Ã 6=0) ·UHon

1t−1 ⊗Gn (H10 · Ã0 + H11 · Ã 6=0) ·UHon

]
=

[
Gn H01 · (It−1 ⊗Gn)

1t−1 ⊗Gn H11 · (It−1 ⊗Gn)

]
=

[
In H01

1t−1 ⊗ In H11

]
·
[
Gn

It−1 ⊗Gn

]
= Ĥj ·Gnt mod q,

where the third equality follows from Ã0 ·UHon = 0 mod q and Ã 6=0 ·UHon = It−1⊗Gn mod q by construction.

The proof is completed by noting that Ĥj is invertible over Rq, since for j /∈ C we have vj 6= v1, . . . , vt−1. ut

5.5 Security: One-Wayness

Towards showing our partial lattice trapdoor is one-way, we need one more lemma concerning the K-span of
matrices U satisfying relation of the form AU ≡ v ⊗C.

Proposition 4. Let A ∈ Rnt×2mt
q be primitive. For i ∈ [t], let vi ∈ R×q , vi 6= vj for i 6= j, vi :=

(1, vi, . . . , v
t−1
i )T, and let Ui ∈ R2mt×mi

q ,Ci ∈ Rn×miq be arbitrary satisfying A ·Ui ≡ vi⊗Ci. Fix any i∗ ∈ [t]

and write Ũ := (. . . ,Uj , . . .)j 6=i∗ . Then K-span
(
Ui∗ , Ũ

)
6= K-span

(
Ũ
)
.

The idea of the proof is basically to transform the linear independence claim about the preimages
(
Ui∗ , Ũ

)
into one about the images

(
vi∗ , Ṽ

)
, where Ṽ := (vj)j 6=i∗ .

Proof. Denote Ṽ � C̃ := (. . . ,vj ⊗Cj , . . .)j 6=i∗ . Write m̃ :=
∑
j 6=i∗ mj . Assume towards contradiction that

K-span (Ui∗) ⊂ K-span
(
Ũ
)

, meaning that for any x ∈ K-span (Ui∗), we can write x = Ũ ·z for some z ∈ Km̃.

Pick an arbitrary y ∈ (R×q )n. Observe that vi∗ ⊗ y /∈ Rq-span(Ṽ � C̃) since V[t] := (vi)i∈[t] is invertible
modulo q. Pick an arbitrary x ∈ Λ(Ui∗) ⊂ K-span (Ui∗) s.t. A · x ≡ vi∗ ⊗ y. Such an x must exist because A
is primitive. By assumption, there exists z ∈ Km̃ s.t. x = Ũ ·z. We write z = b/a with b ∈ Rm̃ and 0 6= a ∈ R
and where q does not divide a and b simultaneously (otherwise we can clear the common factor). It holds
that x · a = Ũ ·b. We have (vi∗ ⊗y) · a ≡ A ·x · a = A · Ũ ·b ≡ (Ṽ� C̃) ·b. Since vi∗ ⊗y /∈ Rq-span(Ṽ� C̃),
we have a ≡ 0 and b ≡ 0. This contradicts that q does not divide a and b simultaneously. ut

We are ready to prove that our construction in Fig. 2 satisfies one-wayness. Given the results in Section 5.4,
the proof is fairly standard. We highlight some key points below.

We aim to show that, given an adversary A against one-wayness, we can construct an algorithm BA
against the κ-MSIS problem for κ = 2m · (t− 1). First, we observe that the view of the adversary A in the
one-wayness experiment essentially follows the distribution D0 in Fig. 3, except that a challenge partial
preimage xi∗ is withheld from the adversary. Therefore, we could define a hybrid experiment where the
adversary’s view is simulated as in distribution D4 in Fig. 4, and by Lemma 16, we can show that the two
experiments are statistically close.

It remains to show that if A has non-negligible advantage in winning the hybrid experiment, then BA can

extract a solution for a given κ-MSIS instance
(
Ã0,UCor,UHon

)
. Conveniently, distribution D4 and hence the

hybrid experiment is by design efficiently simulatable given
(
Ã0,UCor,UHon

)
. Our algorithm BA therefore

simulates the hybrid experiment for A, and upon receiving an output x∗ from A outputs x† := x∗ −
∑
j∈T xj .

By direct inspection, one could show that x† is indeed a vector satisfying Ã0 ·x† = 0 mod q, and its shortness

31



Table 2. Table of parameters for the partial lattice trapdoor scheme in Fig. 2, when (TrapGen, SampPre) is instantiated
with the (full) lattice trapdoor scheme specified in Lemma 13. Lemma 16 uses Lemmas 17 to 20.

ϕ ∈ poly(λ), ϕ(m− k) ≥ Ω(λ) Ring degree
q unramified prime with qR =

∏
j∈[g] qj

where ng/qϕ·(m−n+1)/g ≤ negl(λ) (Thm. 2, Lem. 19)

Modulus

δ ≥ 2 Base of G
n ≥ 1 Matrix row parameter
m̃ = n · dlogδ qe Width of Gn

m = m̃+ n Matrix column parameter
t, k t ≤ k Threshold, number of parties

ηA ≥ 8ϕ
√

2mt · qn/2m+1/(ϕ·mt) Upper bound of ηε(Λ
⊥
q (A))

ηC ≥ 8ϕ
√
m · qn/m+2/(ϕ·m) Upper bound of ηε(Λ

⊥
q (Cj))

ηG ≥
√

5 · ω(
√

log(ϕ · m̃)) Upper bound of ηε(Λ
⊥
q (G))

BA ≥ ηA ·
√

2 m̃ · (m− m̃)t · ϕ Upper bound of ‖tdA‖
BC ≥ ηC ·

√
2 m̃ · (m− m̃) · ϕ Upper bound of

∥∥tdCj

∥∥
BU ≥ smax(SCor) ·

√
m2tϕ Upper bound of ‖Uj‖

S = SCor Gaussian width of PTrapGen

S̃i S̃i = SCor ∀i ∈ [m(t− 1)],
S̃i = SHon ∀i ∈ [2m(t− 1)] \ [m(t− 1)]

Assumption parameter

a ≥ 1 Parameter regulating S̃i, i = 0, 1
SHon (2m(t− 1)-MSISRq,n,2mt,{S̃i}i,α is plausibly hard),

(2m(t− 1)-MLWERq,n,2mt,{S̃i}i,χ0
is plausibly hard),

max{ηA, 2
√
ϕ · (akqn)1/(m−k)} < smin(SHon) (Lem. 19),

smax(SHon) ≤ min{q1/g/
√
m,a · smin(SHon)} (Lem. 19)

Assumption parameter

SCor (2m(t− 1)-MSISRq,n,2mt,{S̃i}i,α is plausibly hard),

(2m(t− 1)-MLWERq,n,2mt,{S̃i}i,χ0
is plausibly hard),

smin(SCor) ≥ δ ·BA · ω(
√

log(2mt · ϕ)) (Lem. 17),
smin(SCor) ≥ ηA (Lems. 18 and 20),
max{ηA, 2

√
ϕ · (akqn)1/(m−k)} < smin(SCor) (Lem. 19),

smax(SCor) ≤ min{q1/g/
√
m,a · smin(SCor)} (Lem. 19)

smin(SCor) ≥ 2 · δ · ηC · smax(SHon) · ϕ ·m
√

(m− m̃)t(t− 1) ·
ω(
√

log((2mt+ m̃)ϕ)) (Lem. 20)

assumption parameter

SBASIS =

(
SCor

σGIm̃

)
, σG ≥ ηG Parameter in Lemma 20

σ ≥ BU · δ ·BC · ω(
√

log(m · ϕ)) (Lem. 17),
≥ BU · ηC (Lem. 18),
≥ 2 ·BU · ω(

√
log(ϕ ·m · t)) (Thm. 3)

Gaussian width of PSampPre

β ≥ t · σ
√

2mtϕ Correctness parameter
β′ ≤ α− t · σ ·

√
2mtϕ (Thm. 3) One-wayness parameter

α (2m(t− 1)-MSISRq,n,2mt,{S̃i}i,α is plausibly hard) Assumption parameter

χ0 (2m(t− 1)-MLWERq,n,2mt,{S̃i}i,χ0
is plausibly hard) Indistinguishability/ assumption parameter

χ1 ≥ λω(1) · χ0 · χ22gmt (Thm. 4) Indistinguishability parameter

χ2 ≥ 8ϕ
√

2gmt · qn/2gm+2/(ϕ·2gmt) (Thm. 4),
> 8ϕ

√
2m · q1/2m+1/ϕm (Thm. 4)

Parameter in proof of Thm. 4

follows from standard norm bounds. We could also show that x† 6= 0 with overwhelming probability basically
due to the entropy of the withheld preimage xi∗ . Finally, we argue that x† is not in the span of (UCor,UHon)
by Proposition 4.

Theorem 3. Let parameters be as in Table 2. The partial trapdoor scheme in Fig. 2 is (nt, 2mt, β′, σ)-one-way,
if the κ-MSISRq,n,2mt,{S̃i}i,α assumption holds for κ = 2m · (t− 1).

Proof. Let A be a PPT adversary winning the one-wayness experiment defined in Fig. 1 with a non-negligible
probability. We build a PPT algorithm BA solving the κ-MSISRq,n,2mt,{S̃i}i,α problem with a non-negligible

probability, where κ = 2m · (t− 1). As before, we suppose that A has declared C ⊂t−1 [k] to be the set of
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t− 1 corrupt parties in the security experiment and w.l.o.g. assume that 0 /∈ C. Consider the following hybrid
experiments:21

– Hyb0: The real one-wayness experiment as defined in Fig. 1. Note that for any possible sequence of queries
(T1, . . . , TL, (T

∗, i∗)) the view(
A,
(
ptdj = (Uj ,Cj , tdCj )

)
j∈C , (x`,j ,y`)`∈[L],j∈T` ,

(
x∗j
)
j∈T∗\{i∗} ,y

∗
)

(8)

of the adversary A almost follows the distribution D0 defined in Fig. 3, except that it additionally obtains
the values

(
x∗j
)
j∈T∗\{i∗} ,y

∗. The latter can be generated in the same way that (x`,j ,y`)`∈[L],j∈T` are

generated, except that xi∗ is withheld from the adversary A.
– Hyb4: A modified one-wayness experiment where the view Eq. (9) of A is instead generated as in

distribution D4 defined in Fig. 4, with the same treatment to
(
x∗j ,y

∗)
j∈T∗\{i∗} mentioned above in Hyb0.

By Lemma 16, we can conclude that Hyb0 is statistically close in λ to Hyb4.
We next show that the adversary A’s response in Hyb4 can be converted into a solution for the κ-

MSIS instance
(
Ã0,UCor,UHon

)
with non-negligible probability. First, we note that BA can simulate

Hyb4 when given a κ-MSIS instance
(
Ã0,UCor,UHon

)
by running the subroutine (A,

(
Cj , tdCj

)
j∈C) ←

ExtendA(A, Ã0,UCor,UHon) defined in Fig. 4 and then following the procedures in Hyb4 (i.e. distribution D4).
To extract a κ-MSIS solution, we recall that in the simulation BA samples xj ← DΛ(Uj),σ for j ∈ T ∗, and let
y∗ = A ·

∑
j∈T xj mod q. A is given y∗ and xj for j 6= i∗ and returns x∗ such that A · x∗ = y∗ mod q. Since

(V{0}∪C ⊗ In) is invertible over Rq, we have

(V{0}∪C ⊗ In)

(
Ã0

Ã 6=0

)
= A mod q,

(V{0}∪C ⊗ In)

(
Ã0

Ã 6=0

)
(x∗ −

∑
j∈T∗

xj) = 0 mod q,

Ã0(x∗ −
∑
j∈T∗

xj) = 0 mod q

i.e. we have a candidate SIS solution x† := x∗ −
∑
j∈T∗ xj mod q for Ã0. We show that x† is a valid κ-MSIS

solution with overwhelming probability. That is, it satisfies the following with overwhelming probability:

(1) x† 6= 0, (2)
∥∥x†∥∥ ≤ α, (3) x† /∈ K-span(UCor,UHon).

The vector xi∗ is sampled from the lattice Λ(Ui∗). By Lemma 4 and Lemma 6:

ηε(Λ(Ui∗)) ≤ smax(Ui∗) · ω(
√

log(2mtϕ)) ≤ BU · ω(
√

log(2mtϕ))

with overwhelming probability, where BU is specified in Table 2. Consequently, σ > 2ηε(Λ(Ui∗)) with
overwhelming probability. Since xi∗ is not revealed to the adversary the distributions of x∗ and xi∗ are
independent. Then the probability of xi∗ = x∗ −

∑
j∈T∗\{i∗} xj is bounded by Lemma 7:

max
x∗

Pr
xi∗←DΛ(Ui∗ ),σ

xi∗ = x∗ −
∑

j∈T∗\{i∗}

xj

 ≤ 2−mϕ · 1 + ε

1− ε
≤ negl(λ).

To bound the norm of x† we simply use triangle inequality and the Gaussian tail bound from Lemma 6, so∥∥x†∥∥ ≤ ‖x∗‖+
∑
j∈T∗
‖xj‖ ≤ β′ + t · σ ·

√
2mtϕ ≤ α

21 We only define Hyb0 and Hyb4 since they naturally correspond to distributions D0 and D4 in Figs. 3 and 4
respectively, which are statistically close in λ by Lemma 16.
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holds with overwhelming probability. Finally, we show that

Pr
[
x† /∈ K-span(UCor,UHon)

]
≥ 1− negl(λ).

Define the shorthand U 6=0 := (UCor,UHon). Suppose x† /∈ K-span (Ui∗ ,U 6=0), then x† /∈ K-span (U 6=0) and we
are done. In the rest consider x† ∈ K-span (Ui∗ ,U 6=0).

Any xi∗ ∈ K-span (Ui∗) can be written as x
(0)
i∗ + x

(6=0)
i∗ , where x

(0)
i∗ is orthogonal to K-span (U 6=0) and

x
( 6=0)
i∗ ∈ K-span (U 6=0). By Proposition 422, we know that x

(0)
i∗ is not trivial, i.e. lives in a space of dimension

at least one. Since DΛ(Ui∗ ),σ is spherical, projecting orthogonally to K-span (U 6=0) produces a Gaussian of the
same width but in dimension dim (K-span (Ui∗) \ K-span (U 6=0)) ≥ 1 over the ring, or ≥ ϕ over the reals. Since
σ > 2 ηε(Λ(Ui∗)) and the smoothing parameter of a projected sublattice can only shrink, we apply Lemma 7

and conclude that x
(0)
i∗ = xi∗ mod U6=0 has min-entropy Ω(ϕ). Suppose x† = x∗ −

∑
j∈T xj ∈ K-span (U 6=0),

we have x
(0)
i∗ = x∗ −

∑
j∈T\{i∗} xj mod U 6=0. This happens with probability at most 2−Ω(ϕ) ≤ negl(λ).

Therefore, x† is a valid solution with overwhelming probability, which means that BA solves the 2m ·(t−1)-
MSIS problem with overwhelming probability. ut

5.6 Security: Indistinguishability

Towards showing indistinguishability of our partial lattice trapdoor, we prove a version of leftover hash
lemma concerning the κ-uniform (see Definition 4) and discrete Gaussian distributions. This result may be of
independent interest.

Lemma 21 (Leftover hash lemma for κ-uniform distribution). Let Rq be a ring of degree ϕ splitting
into g fields. Let m,κ, log q, χ, χ′ ∈ poly(λ), where κ < m, and ε′, ε > 0, χ > 8ϕ

√
m− κ · q1/(m−κ)+2/ϕ·(m−κ).

For any matrix U = (U0|| . . . ||Ug−1) where Ui ∈ Rm×κq are primitive, it holds that{(
b, v

) ∣∣∣∣∣ b← U(U⊥) +Dg·mR,χ′ , r← D
g·m
R,χ

v := bT · r mod q

}
≈s

{(
b, v

) ∣∣∣∣∣ b← U(U⊥) +Dg·mR,χ′
v ← Rq

}
,

where U⊥ =
{
x ∈ Rg·mq | xT ·U ≡ 0 mod q

}
.

The key difference between Lemma 21 and standard versions of the leftover hash lemma for lattices is
that the “uniform part”, b, is not uniformly random but random in the kernel of U. The proof handles this
by effectively considering a basis of this kernel in normal form. Since U is full rank, over a field this implies
the presence of a identity matrix in this normal form. Thus, the coefficients corresponding to this identity
matrix in the basis are uniformly random as required. Then, since the entries of r are index-wise independent,
the dependence of the non-pivot indices on these pivots does not affect the uniformity of the result. Finally,
the proof handles that Rq may not be a field by running this argument in each “CRT slot” of Rq, which are
fields. The price we pay for this is an additional factor g in the dimension. Note that we place no restriction
on the distribution χ′ since it is not used in the proof.

Proof. For x ∈ U⊥ we write x = (x0, . . . ,xg−1), where xi ∈ Rm. Then it holds that
∑g−1
i=0 xi ·Ui = 0 mod q.

For each set {αi}i s.t.
∑g−1
i=0 α

T
i = 0 mod q we prove the statement for uniform xT

i satisfying ∀i : xT
i ·Ui =

αT
i mod q. Let 〈q〉 =

∏g−1
i=0 qi. W.l.o.g pick i = 0 then Rq/q0 = F(0) is a field. The matrix U0 is primitive in Rq

which implies U0 mod q0 contains a κ× κ invertible submatrix over F(0). There exists a permutation matrix

T0 ∈ Rm×mq such that T0 ·U0 = [U00‖U01] mod q0 where U00 ∈ Fκ×κ(0) is invertible and U01 ∈ F(m−k)×κ
(0) .

Write xT
0 · T−1

0 := (xT
00,x

T
01) ∈ Rκq × Rm−κq . Then for any x ∈ U⊥, we can compute x00 mod q0 from the

other variables

xT
0 ·T−1

0 ·T0 ·U0 ≡ α0 mod q0

22 Recall AU 6=0 = (. . . ,vj ⊗ (Cj ,G), . . .)j∈C mod q up to permutation of columns, AUi∗ = vi∗ ⊗Ci∗ mod q for some

Ci∗ ∈ Rn×mq , and [t] \ C = {i∗}.
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(xT
00,x

T
01) ·

[
U00

U01

]
≡ α0 mod q0

xT
00 ≡ α0 − xT

01 ·U01 ·U−1
00 mod q0.

Since x is uniform over U⊥ and the mapping T−1
0 is a bijection, we have that x01 is uniform over Fm−κ(0) .

Write b = x + e where x ← U(U⊥), e = (e0, . . . , eg−1) ← Dg·mR,χ′ and eTi · T
−1
i = (eTi0, e

T
i1). Now for

r← DmR,χ we have

bT · r = xT · r + eT · r

=

g−1∑
i=0

(xT
i + eTi ) ·T−1

i ·Ti · ri

=

g−1∑
i=0

(
αi − xT

i1 ·U01 ·U−1
00 + eTi0

)
· ri0︸ ︷︷ ︸

RHS

+ (xT
i1 + eTi1) · ri1︸ ︷︷ ︸

LHS

.

We now adapt the classic leftover hash lemma (LHL) for the LHS with matrix (xT
i1 + eTi1) and vector ri1.

The RHS is a function of xi1 and parameters that are public or independent of ri1, so the distribution of
the sum is still uniform and independent. However, we need to modify the LHL to argue about the distance
SD
(

(xi1, ei1, (xi1 + ei1)T · ri1 mod qi) ,
(
xi1, ei1,U(F(i))

) )
for xi1 ← Fm−κ(i) and ei1 ← Dm−κR,χ′ where xi1, ei1

are revealed separately. Leaking the two values separately does not increase the statistical distance as they
can be simulated from a single uniform vector. For x̃i1 ← Fm−κ(i)

SD
((

x̃i1, x̃T
i1 · ri1 mod qi

)
,
(
x̃i1, U(F(i))

))
≤ 2−Ω(ϕm)

holds by leftover hash lemma from Lemma 3. Then we sample ẽi1 ← Dm−κR,χ′ and set ei1 = ẽi1 and xi1 = x̃i1−ẽi1
and the statement we need follows. Then ∀i = 0, . . . , g − 1

SD
((
{xj1, ej1}j , (xi1 + ei1)T · ri1 mod qi

)
,
(
{xj1, ej1}j , U(F(i))

))
≤ negl(λ).

Since {ri1}i are sampled independently, the random variables (xi1 + ei1)T · ri1 are independent too. Then the

sum
∑g−1
i=1 (xi1 + ei1)T · ri1 is distributed uniformly in the ring Rq. ut

The following is a direct corollary of Lemmas 21 and 26.

Corollary 1. Let g, ϕ, κ,m, n, log q, χ, χ′ ∈ poly(λ), a ≥ 1 be a real number, and {diag (Σi, g)}i∈[κ] be positive

semi-definite matrices in Rϕgm×ϕgm with blocks equal to Σi on the diagonal satisfying the following constraints:

– Rq is a ring of degree ϕ splitting into g fields,
– n ≤ m, κ < m,
– ϕ · (m− κ) ≥ Ω(λ),
– there exists ε ≤ negl(λ) so that for all i ∈ [κ] it holds

max
{
ηA, 2

√
ϕ · (aκqn)1/(m−κ)

}
≤ smin

(√
Σi

)
,

min
{
q1/g/

√
m, a · smin

(√
Σi

)}
≥ smax

(√
Σi

)
,

where ηA ≥ 8ϕ
√
m · qn/m+2/(ϕ·m),

– ng/qϕ·(m−n+1)/g ≤ negl(λ),
– χ > 8ϕ

√
m− κ · q1/(m−κ)+2/ϕ·(m−κ)

It holds that
(
A,U,b, v

)
∣∣∣∣∣∣∣∣∣∣∣∣∣

A← Rn×gmq

ui ← DΛ⊥q (A),
√

diag(Σi,g)
∀i ∈ [κ]

U := (ui)i∈[κ]

b← U(U⊥) +DgmR,χ′
r← DgmR,χ; v := bT · r mod q


≈s


(
A,U,b, v

)
∣∣∣∣∣∣∣∣∣∣∣∣∣

A← Rn×gmq

ui ← DΛ⊥q (A),
√

diag(Σi,g)
∀i ∈ [κ]

U := (ui)i∈[κ]

b← U(U⊥) +DgmR,χ′
v ← Rq


.
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Proof. Write A = [A0, . . . ,Ag−1] where Aj ← Rn×mq for j ∈ [g]. With overwhelming probability in λ, all

Aj are primitive by Lemma 8, and smin(
√
diag (Σi, g)) = smin(

√
Σi) > ηε(Λ

⊥
q (Aj)) for all i ∈ [κ] by choice

of parameters. Split U = [U0|| . . . ||Ug−1] where Uj = (uij)i∈[κ]. Then
∑g−1
j=0 Aj ·Uj =

∑g−1
j=0 αj = 0 mod q

for some (αj)j∈[g]. Then conditioned on the ith coordinate αij of αj we have uij ← DΛαijq (Aj),
√

Σi
. The

covariance matrix of the full vectors ui is block diagonal so that we split the preimages on g vectors as above.
Conditioned on these, every Uj is primitive with overwhelming probability in λ by Lemma 26. Then the
claim follows from Lemma 21. ut

We are ready to prove that our partial trapdoor construction in Fig. 2 has indistinguishability. The high
level proof structure is similar to that of one-wayness (Theorem 3), with some challenges unique to κ-MLWE,
which we highlight below.

As in the proof of one-wayness (Theorem 3), we observe that most components in the view of the adversary
A in the indistinguishability experiments follow the distribution D0 in Fig. 3, except that the adversary A
additionally obtains the challenge partial preimages and images

(
x∗j
)
j∈T∗\{i∗} ,y

∗ and the challenge LWE

sample (c0, c1). The challenge partial preimages and images can be simulated as in D0, while the challenge
LWE sample can be generated by post-processing the rest of the components. Using Lemma 16, we can
therefore hop to a pair of hybrid experiments Hybb,4 where most components of the adversary’s view is
generated as in distribution D4 in Fig. 4.

The main part of the proof is to show that this pair of hybrid experiments Hyb0,4 and Hyb1,4 are
computationally indistinguishable under the κ-MLWE assumption. Note that given a κ-MLWE instance(
Ã0,UCor,UHon,b

)
, the components(

A,
(
Uj ,Cj , tdCj

)
j∈C , (x`,j ,y`)`∈[L],j∈T` ,

(
x∗j
)
j∈T∗\{i∗}

)
which are common in the adversary’s view of both hybrid experiments can be simulated by our reduction
as in distribution D4 in Fig. 4. The remaining component (y∗, c0, c1), where y∗ is common in both hybrid
experiments and (c0, c1) is dependent on the hidden bit b, require some care.

Note that in the hybrid experiments the distribution of y∗ is induced by x∗i∗ sampled from a Gaussian
distribution over Λ(Ui∗). We show that x∗i∗ can instead be replaced by a Gaussian r sampled from the
full module R2gmt without noticeably affecting the distribution of y∗. This sets us up to argue about the
distribution of the challenge LWE sample (c0, c1) via Lemma 21. In more detail, we show that if the hidden
bit in the given κ-MLWE instance is b = 0, i.e. b is an LWE sample, then our reduction perfectly simulates
Hyb0,4. On the other hand, if the hidden bit is b = 1, then our reduction almost simulates Hyb1,4 in that c1 is

uniformly random due to Lemma 21, but c0 is of the form c0 ← U(U⊥) +D2gmt
R,χ0

+ sT6=0 · Ã 6=0 mod q instead

of sT0Ã0 + sT6=0 · Ã 6=0 + eT mod q. We are therefore left with two cases: Either the above gap is computationally

unnoticeable, in which case our reduction can solve the given κ-MLWE instance
(
Ã0,UCor,UHon,b

)
with

non-negligible probability, or the gap is computationally noticeable, in which case we can still write down
another reduction from κ-MLWE.

Theorem 4. Let parameters be as in Table 2. The partial lattice trapdoor scheme in Fig. 2 has (nt, 2gmt, χ0, χ1, σ)-
indistinguishability, if for κ = 2m · (t− 1) the κ-MLWERq,n,2gmt,{diag(S̃i,g)}i,χ0

assumption holds.

Proof. Let A be a PPT adversary winning the indistinguishability experiment defined in Fig. 1 with a non-
negligible probability. We build a PPT algorithm BA solving the κ-MLWERq,n,2gmt,{diag(S̃i,g)}i,χ0

problem

with a non-negligible probability, where κ = 2m · (t−1). As before, we suppose that A has declared C ⊂t−1 [k]
to be the set of t− 1 corrupt parties in the security experiment and w.l.o.g. assume that 0 /∈ C. Consider the
following hybrid experiments parametrised by a bit b ∈ {0, 1}:23

– Hybb,0: The real indistinguishability experiments as defined in Fig. 1. Note that for any possible sequence
of queries (T1, . . . , TL, (T

∗, i∗)) the view(
A,
(
ptdj = (Uj ,Cj , tdCj

)
)
j∈C , (x`,j ,y`)`∈[L],j∈T` ,

(
x∗j
)
j∈T∗\{i∗} ,y

∗, c0, c1

)
(9)

23 We only define Hybb,0 and Hybb,4 since they naturally correspond to distributions D0 and D4 in Figs. 3 and 4
respectively, which are statistically close in λ by Lemma 16.
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of the adversary A almost follows the distribution D0 defined in Fig. 3, except for two differences:
1. The adversary A additionally obtains the challenge partial preimages and images

(
x∗j
)
j∈T∗\{i∗} ,y

∗.

2. The adversary A additionally obtains the challenge LWE sample (c0, c1).
As discussed in the proof of one-wayness (Theorem 3), the partial preimages and image

(
x∗j
)
j∈T∗\{i∗} ,y

∗

can be generated in the same way that (x`,j ,y`)`∈[L],j∈T` are generated, except that xi∗ is withheld from

the adversary A. For the challenge LWE samples, they can be generated as described in Fig. 3, i.e. by
sampling s ← Rnq , e ← χm0 , setting c0 := sT ·A + eT mod q, and setting c1 := sT · y∗ + e mod q with
e← χ1 when b = 0 and c1 ← Rq when b = 1.

– Hybb,4: Modified indistinguishability experiments where the view Eq. (9) of A, except for the (c0, c1)
component, is instead generated as in distribution D4 defined in Fig. 4, with the same treatment to(
x∗j ,y

∗)
j∈T∗\{i∗} mentioned above in Hyb0. After that, the challenge LWE sample (c0, c1) is generated

as described in the real experiments Fig. 1 and recalled above.

By Lemma 16, we can conclude that Hybb,0 is statistically close in λ to Hybb,4.

Reduction. We next show that if the adversary A succeeds in distinguishing Hyb0,4 and Hyb1,4 with

non-negligible probability, we can build a PPT algorithm BA which distinguishes a κ-MLWE instance(
Ã0,UCor,UHon,b

)
with non-negligible probability. To recall, Ã0 ← Rn×2gmt

q is a uniformly random ma-

trix, (UCor,UHon) are Gaussian with varying Gaussian widths subject to Ã0 · (UCor,UHon) ≡ 0, and either
bT ≡ sT0 · Ã0 + eT0 mod q (Case b = 0) or b← R2gmt

q (Case b = 1). The task of BA is to recover the hidden
bit b.

First, we note that BA given κ-MLWE instance
(
Ã0,UCor,UHon,b

)
can simulate most of Hybb,4, namely

the values (
A,
(
Uj ,Cj , tdCj

)
j∈C , (x`,j ,y`)`∈[L],j∈T`

)
by running the subroutine (A,

(
Cj , tdCj

)
j∈C) ← ExtendA(A, Ã0,UCor,UHon) defined in Fig. 4 and then

following the procedures in distribution D4. Then, BA could simulate the challenge partial preimages and
images

(
x∗j
)
j∈T∗\{i∗} ,y

∗ and the challenge LWE sample (c0, c1) based on the internal randomness used to

generate the above. To be precise, we detail the procedures below:

Public matrix A. For j ∈ C, sample (Cj , tdCj
) ← TrapGen(1λ, 1n, 1m). Then sample random Ã6=0 ∈

Rn(t−1)×2gmt
q subject to Ã 6=0 ·UCor ≡

(
diag

(
{Cj}j∈C

)
,Gn(t−1)

)
and let

A :=
[
V{0}∪C ⊗ In

] [ Ã0

Ã 6=0

]
mod q.

Note that Ã 6=0 is efficiently sampleable by Section 3.5.
Partial trapdoors of corrupt parties. For each j ∈ C, the partial trapdoor is ptdj = (Uj ,Cj , tdCj

),
where Uj := UCor · (êC,j ⊗ In), i.e. the j-th column chunk of UCor.

Partial trapdoors of non-corrupt parties. Let T :=

[
02gmt×m̃ UHon

−Im̃ 0m̃×m(t−1)

]
. For each j ∈ [k] /∈ C, let

Bj :=
[
HjA 1t ⊗−Gn

]
so that Bj T ≡ ĤjGnt mod q, where Hj and Ĥj are defined in the beginning

of Section 5.4, i.e. T is a gadget trapdoor of Bj with tag matrix Ĥj . Run[
Uj

Wj

]
← (SampPre(Bj ,T, Ĥj ,0,SCor))

m

to obtain Uj ∈ R2gmt×m
q and discard Wj .

Preimage oracle answers. To answer each query PSampPreO(T ): For j ∈ T , sample xj ← DΛ(Uj),σ. Let

y := A
∑
j∈T xj mod q. Return

(
(xj)j∈T ,y

)
.

Hints
(
x∗j
)
j∈T∗\{i∗} and challenge y∗. Upon receiving (T ∗, i∗) from A, simulate

((
x∗j
)
j∈T∗\{i∗} ,y

∗
)

as

follows:
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– For j ∈ T ∗ \ {i∗}, sample x∗j ← DΛ(Uj),σ. Compute zj satisfying A · x∗j ≡ vj ⊗ zj .

– Sample a Gaussian vector r← D2gmt
R,χ2

, let y∗0 := Ã0 · r mod q.

– Solve, by linear algebra, for (y∗6=0, zi∗) ∈ R
n(t−1)
q ×Rnq satisfying

(V{0}∪C ⊗ In)

[
y∗0
y∗6=0

]
≡

∑
j∈T∗\{i∗}

vj ⊗ zj + vi∗ ⊗ zi∗ mod q. (10)

– Let y∗ := (V{0}∪C ⊗ In)

[
y∗0
y∗6=0

]
mod q.

Using the guarantee that i∗ /∈ C (as defined in the indistinguishability experiment Fig. 1), we show that

the system of linear equations (with variables (y∗6=0, zi∗) ∈ R
n(t−1)
q ×Rnq ) in Eq. (10) has a unique solution.

First, note that V{0}∪C ∈ Rt×tq is invertible since 0 /∈ C. Multiplying the inverse of (V{0}∪C ⊗ In) on both
sides, we obtain [

y∗0
y∗6=0

]
≡

∑
j∈T∗\{i∗}

V−1
{0}∪C vj ⊗ zj︸ ︷︷ ︸ t∗0

t∗6=0

:=

+ V−1
{0}∪C vi∗︸ ︷︷ ︸ a∗0
a∗6=0

:=

⊗zi∗ mod q.

Note that if a∗0 ∈ R×q , then (y∗6=0, zi∗) is uniquely determined by

zi∗ ≡ (y∗0 − t∗0) · (a∗0)−1 mod q and y∗6=0 ≡ t∗6=0 + a∗6=0 ⊗ zi∗ mod q.

Suppose towards contradiction that a∗0 /∈ R×q . Then there must exist an ideal I|qR such that a∗0 ≡ 0 mod I.
Hence

V{0}∪C

[
0

a∗6=0

]
= VC · a∗6=0 ≡ vi∗ mod I.

This means that vi∗ is linearly dependent on the columns of VC modulo I, and hence VC∪{i∗} is singular
modulo I. However, since vj , vj′ ∈ Rq for distinct j, j′ ∈ [k] are picked so that vj − vj′ ∈ R×q , we have
vj − vj′ ∈ (R/I)× and hence VC∪{i∗} is invertible modulo I, a contradiction.

LWE challenge (c0, c1). To simulate (c0, c1), sample s 6=0 ← Rn(t−1)
q and e← χ1 and let

cT0 = bT + sT6=0 · Ã 6=0 mod q and c1 := bT · r + sT6=0 · y 6=0 + e mod q.

The reduction passes all of the above to A, then return whatever A returns.

Analysis. The distribution of (
A,
(
Uj ,Cj , tdCj

)
j∈C , (x`,j ,y`)`∈[L],j∈T`

)
simulated by BA is clearly identical to that defined in Hybb,4 for both b ∈ {0, 1}. Below we analyse the

distributions of
((

x∗j
)
j∈T∗\{i∗} ,y

∗
)

and (c0, c1).

The partial preimages
(
x∗j
)
j∈T∗\{i∗} are simulated in the same way as the answers to PSampPreO queries,

hence they are well-distributed for the same reasons. We argue that y∗ is also well-distributed. First,
y∗0 = Ã0 · r mod q and since χ2 > 8ϕ

√
2gmt · qn/2gm+2/(ϕ·2gmt), y∗0 is statistically close to uniform over

Rnq by Lemma 12. Recall that y∗ ≡
∑
j∈T∗ vj ⊗ zj + vi∗ ⊗ zi∗ mod q, where (zj)j∈T∗\{i∗} are fixed by

(x∗j )j∈T∗\{i∗}, which are available to A, and zi∗ is uniquely determined by the system of linear equations in
Eq. (10), as analysed above. Furthermore, we notice from the above analysis that the relation between y∗0
and zi∗ is bijective, and thus a uniformly random y∗0 induces a uniformly random zi∗ . Following the proof of
statistical closeness between D1 and D2 (Lemma 18), we can conclude that vi∗ ⊗ zi∗ mod q with a uniformly
random zi∗ is statistically close to A · x∗i∗ mod q where x∗i∗ ← Λ(Ui∗), where the latter is as in Hybb,4.
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It remains to argue that (c0, c1) is distributed as in Hybb,4 when the hidden bit in the κ-MLWERq,n,2gmt,{diag(S̃i,g)}i,χ0

instance is b. First, we consider the b = 0 case where bT = sT0Ã0 + eT mod q. For c0, we have

cT0 = (sT0, s
T
6=0)

[
Ã0

Ã 6=0

]
+ eT mod q

= (sT0, s
T
6=0)(V{0}∪C ⊗ In)−1︸ ︷︷ ︸

sT

(V{0}∪C ⊗ In)

[
Ã0

Ã 6=0

]
+ eT = sT ·A + e mod q,

where s is uniformly distributed since both s0, s6=0 are, and multiplication by (V{0}∪C ⊗ In)−1 is a bijective
map. For c1, we have

bTr + e = (sT0 · Ã0 + eT) · r + e ≈s sT0 · Ã0 · r + e = sT0 · y∗0 + e mod q

where the statistical closeness follows from noise drowning (Lemma 9), since λω(1)χ0χ2 · 2gmt ≤ χ1. Hence

c1 ≈s sT0 · y∗0 + sT6=0 · y∗6=0 + e mod q

= (sT0, s
T
6=0)(V{0}∪C ⊗ In)−1(V{0}∪C ⊗ In)

[
ỹ0

y 6=0

]
+ e = sT · y∗ + e mod q.

Jointly, (c0, c1) is distributed statistically close to that in Hyb0,4.

Next, we consider the b = 1 case where b← U(U⊥) +D2gmt
R,χ0

for U = (UCor,UHon). Recall that

cT0 = bT + sT6=0 · Ã 6=0 mod q and c1 = bT · r + e mod q.

By Corollary 1, the above distribution is statistically close to

cT0 = bT + sT6=0 · Ã 6=0 mod q and c1 ← Rq.

Note that this distribution of (c0, c1) is almost identical to that in Hyb1,4, except that in the former we have b←
U(U⊥) +D2gmt

R,χ0
and in the latter bT = sT0Ã0 + eT mod q – precisely as in the κ-MLWERq,n,2gmt,{diag(S̃i,g)}i,χ0

problem.
Therefore, we have that either BA solves the given κ-MLWERq,n,2gmt,{diag(S̃i,g)}i,χ0

problem with non-

negligible probability, and we are done, or there exists a PPT algorithm which distinguishes (c0, c1) as
simulated above from those as sampled in Hyb1,4 with non-negligible probability, which implies another PPT
algorithm for κ-MLWERq,n,2gmt,{diag(S̃i,g)}i,χ0

. ut

6 Example Applications

We showcase simple constructions of threshold signatures and threshold identity-based encryption (IBE) as
direct applications of partial trapdoors.

6.1 Definitions

We formally define the syntax of threshold signatures and threshold identity-based encryption (IBE), and the
security notions that we consider for these primitives.

Threshold Signatures. A t-out-of-k threshold signature scheme, or (t, k)-signature scheme, for the number
of signers k, threshold t ≤ k and message space M consists of PPT algorithms (MKGen,KGen,Sign,Rec,Vf):

(mpk,msk)← MKGen(1λ): The master key generation algorithm generates a master public key mpk and a
master secret key msk.

skj ← KGen(mpk,msk, j): The key generation algorithm, on input mpk and msk and an index j ∈ [k],
generates a signing key for signer j.
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ExpΠ,A(1λ)(
C, (T`, µ`)`∈[L] , (T

∗, i∗, µ∗)
)
← A

// set C of corrupt signers, signature queries (T`, µ`)`∈[L], challenge (T∗, i∗, µ∗)

assert C ⊂<t [k]; assert i∗ ∈ T ∗ \ C
if ∃ `, `′ ∈ [L] : µ` = µ`′ : return ⊥
(mpk,msk)← MKGen(1λ)

for j ∈ [k] : skj ← KGen(mpk,msk, j)

for ` ∈ [L] : sig`,j ← Sign
(
mpk, skj , T`, µ`

)
∀j ∈ T`

sig∗j ← Sign
(
mpk, skj , T

∗, µ∗
)
∀j ∈ T ∗ \ {i∗}

sig∗ ← A
(
mpk, (skj)j∈C ,

(
sig`,j

)
`∈[L],j∈T`

,
(
sig∗j

)
j∈T∗\{i∗}

)
return (1← Vf(mpk, sig∗, µ∗))

Fig. 5. Highly-selective security for t-out-of-k threshold signature scheme Π.

sigj ← Sign(mpk, skj , T, µ) The signing algorithm, on input mpk, a signing key skj from signer j, a set
T ⊆t [k], and a message µ ∈M, generates a partial signature sigj for µ.

sig← Rec
((

sigj
)
j∈T

)
: The reconstruction algorithm inputs a tuple of partial signatures sigj from a set T

of signers, and reconstructs a full signature sig.

b← Vf(mpk, sig, µ): The verification algorithm inputs mpk, a full signature sig and a message µ, and outputs
a bit b ∈ {0, 1}.

Definition 9 (Correctness). A (t, k)-signature scheme is said to be correct if, for any (mpk,msk) ∈
MKGen(1λ), j ∈ [k], skj ∈ KGen(mpk,msk, j), µ ∈M, and any set T ⊆t [k], it holds that

Pr

1← Vf(mpk, sig, µ)

∣∣∣∣∣∣
sigj ← Sign

(
mpk, skj , T, µ

)
∀j ∈ T

sig← Rec
((

sigj
)
j∈T

)  ≥ 1− negl(λ).

Definition 10 (Security). A (t, k)-signature scheme Π = (MKGen,KGen,Sign,Rec,Vf) is said to be highly-
selectively secure, if for any PPT A it holds that

Pr
[
ExpΠ,A(1λ) = 1

]
≤ negl(λ),

where ExpΠ,A is defined in Fig. 5.

Threshold Identity-based Encryption. A t-out-of-k threshold identity-based encryption, or (t, k)-IBE,
for the number of authorities k, threshold t ≤ k, identity space ID and message space M consists of PPT
algorithms (MKGen,KGen,Enc,Dec):(

mpk, (mskj)j∈[k]

)
← MKGen(1λ): The master key generation algorithm generates a master public key mpk

and a tuple of master secret keys mpkj for each authority j ∈ [k].

skj ← KGen(mpk,mskj , T, id): The key generation algorithm, on input mpk, mskj from an authority j, a set
T ⊆t [k], and an identity id, generates a partial secret key skj for id.

ctxt← Enc(mpk, id, µ): The encryption algorithm inputs mpk, id ∈ ID, and a message µ ∈M, and outputs
a ciphertext ctxt.

µ′ ← Dec
(
ctxt,

(
skj
)
j∈T

)
: The decryption algorithm, on input a ciphertext ctxt and a tuple of partial secret

keys skj from a set T of authorities, outputs µ′.
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ExpbΠ,A(1λ)(
C, (T`, id`)`∈[L] , (T

∗, i∗, id∗)
)
← A

// set C of corrupt authorities, key queries (T`, id`)`∈[L], challenge (T∗, i∗, id∗)

assert C ⊂<t [k]; assert i∗ ∈ T ∗ \ C
if ∃`, `′ ∈ [L] : id` = id`′ : return ⊥(
mpk, (mskj)j∈[k]

)
← MKGen(1λ)

for ` ∈ [L] : sk`,j ← KGen (mpk,mskj , T`, id`) ∀j ∈ T`
sk∗j ← KGen (mpk,mskj , T

∗, id∗) ∀j ∈ T ∗ \ {i∗}

(µ0, µ1)← A
(
mpk, (mskj)j∈C ,

(
sk`,j

)
`∈[L],j∈T`

,
(
sk∗j
)
j∈T∗\{i∗}

)
ctxt← Enc(mpk, id∗, µb) ; b′ ← A(ctxt)

return b′

Fig. 6. Highly-selective security for t-out-of-k threshold IBE scheme Π.

MKGen(1λ)

(A, td)← TrapGen(1λ, 1nt, 12mt)

return (mpk,msk) := (A, td)

KGen(mpk,msk, j)

ptdj ← PT.PTrapGen(A, td, j)

skj := ptdj ; return skj

Rec(
(
sigj
)
j∈T )

x← PT.Rec((xj)j∈T ); sig := x; return sig

Sign(mpk, skj , T, µ)

y := H(µ) ∈ Rntq
xj ← PT.PSampPre(A, ptdj , T,y, σ)

sigj := xj ; return sigj

Vf(mpk, sig, µ)

y := H(µ)

b0 := (A · x = y mod q)

b1 := (‖x‖ ≤ β)

return b0 ∧ b1

Fig. 7. t-out-of-k threshold signature construction.

Definition 11 (Correctness). A (t, k)-IBE is said to be correct if, for any id ∈ ID, µ ∈M, set T ⊆t [k],

and
(
mpk, (mskj)j∈[k]

)
∈ MKGen(1λ), it holds that

Pr

µ = µ′

∣∣∣∣∣∣∣∣
skj ← KGen(mpk,mskj , T, id) ∀j ∈ T
ctxt← Enc(mpk, id, µ)

µ′ ← Dec
(
ctxt,

(
skj
)
j∈T

)
 ≥ 1− negl(λ).

Definition 12 (Security). A (t, k)-IBE scheme Π = (MKGen,KGen,Enc,Dec) is said to be highly-selectively
secure, if for any PPT A it holds that∣∣Pr

[
Exp0

Π,A(1λ) = 1
]
− Pr

[
Exp1

Π,A(1λ) = 1
]∣∣ ≤ negl(λ),

where ExpbΠ,A is defined in Fig. 6.

6.2 Threshold Signatures Construction

Let n,m, t, k, log q, s̃, β, σ ∈ poly(λ) where m = n · (dlog qe + 1) and t ≤ k. Let H : M → Rntq be a hash
function modelled by a random oracle, (TrapGen,SampPre) a lattice trapdoor scheme, PT the (t, k)-partial
lattice trapdoor scheme in Fig. 2. In Fig. 7 we construct a (t, k)-signature scheme for the message space M.
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Theorem 5. The (t, k)-signature scheme in Fig. 7 is correct, if the partial lattice trapdoor scheme PT is
(nt, 2mt, s̃, β, σ)-correct.

Theorem 5 is immediate so we omit the proof.

Theorem 6. The (t, k)-signature scheme in Fig. 7 is highly-selectively secure, if the partial lattice trapdoor
scheme PT is (nt, 2mt, β′, σ)-one-way and β ≤ β′.

Proof. Suppose there exists a PPT A against the highly-selective security of the threshold signature scheme.
We construct a PPT BA against the β′-one-wayness of PT. Let BA proceed as follows:

– Initialise list H. Receive from A set C ⊂ [k] of corrupt users, set (T`, µ`)`∈[L] of all signature queries, and

challenge (T ∗, i∗, µ∗). W.l.o.g. assume |C| = t− 1.
– Pass C to the PT security challenger, and receive A and partial trapdoors (Uj)j∈C . Let mpk := A and

skj := Uj for all j ∈ C.
– For each ` ∈ [L], query PSampPreO(T`) to obtain

(
(x`,j)j∈T ,y`

)
, where y` is uniform. Let sig`,j := x`,j .

Programme H[µ`] := y`.

– Pass (T ∗, i∗) to PT challenger, and receive
((

x∗j
)
j∈T∗\{i∗} ,y

∗
)

, where y∗ is uniform. Let sig∗j := x∗j .

Programme H[µ∗] := y∗.
– Upon any H[µ] query from A, if H[µ] = ⊥, sample a random vector y← Rntq , let H[µ] := y. Answer with
H[µ].

– Pass mpk, (skj)j∈C ,
(
sig`,j

)
`∈[L],j∈T`

,
(
sig∗j

)
j∈T∗\{i∗} to A, then return whatever A returns.

It is straightforward that mpk, the corrupt signing keys
(
skj
)
j∈C , the answers to signature queries, and

the challenge
(
sig∗j

)
j∈T∗\i∗ are all distributed identically to the real signature scheme by design. If A returns

a valid forgery sig∗, this means A · sig∗ = y∗ mod q and ‖sig∗‖ ≤ β ≤ β′, hence BA breaks the β′-one-wayness
of PT with sig∗. The success probability of BA is thus the same as A. ut

Remark 4. We note that a malicious party in the signing set T can always abort the protocol by going offline.
Yet, we note that our scheme has identifiable aborts. The contribution of every party in the protocol is a
short preimage xj of vj ⊗ zj where the sets {vj} and zj can be computed by anyone who knows the signing
set T . Therefore, to verify the contribution xj of a participant, it is enough to check the norm bound and the
image of xj . If the conditions are met then

∑
xj results in a valid signature.

6.3 Threshold Identity-Based Encryption Construction

Let n,m, t, k, log q, s̃, β, σ ∈ poly(λ) where m = n(dlog qe + 1) and t ≤ k. Let χ0, χ1 be distributions
parametrised by λ. Let H : ID → Rntq be a hash function modelled by a random oracle, (TrapGen,SampPre)
a lattice trapdoor scheme, PT the (t, k) partial lattice trapdoor scheme in Fig. 2. In Fig. 8 we construct a
(t, k)-IBE scheme for the identity space ID and message space M = {0, 1}.

Theorem 7. If the partial lattice trapdoor scheme PT is (nt, 2mt, s̃, β, σ)-correct and q > 2(χ0 +χ1β
√

2mtϕ),
then the (t, k)-IBE scheme in Fig. 8 is correct.

Proof. During decryption, we obtain x ← PT.Rec((xj)j∈T ) which, by the β-correctness of PT, satisfies

Ax = y = H(id) and ‖x‖ ≤ β. Then

c = c1 − cT0x = sT · y + e+ bq/2cµ− (sT ·A + eT) · x mod q

= sT · y + e+ bq/2cµ− sT · y − eT · x mod q

= e− eT · x + bq/2cµ mod q.

With overwhelming probability ‖e− eT · x‖ ≤ χ0 + χ1β
√

2mtϕ, hence decryption correctness is guaranteed
as long as q > 2(χ0 + χ1β

√
2mtϕ). ut
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MKGen(1λ)

(A, td)← TrapGen(1λ, 1nt, 12mt)

mpk := A

for j ∈ [k] :

ptdj ← PT.PTrapGen(A, td, j)

mskj := ptdj

return
(
mpk, (mskj)j∈[k]

)
KGen(mpk,mskj , T, id)

y := H(id) ∈ Rntq
xj ← PT.PSampPre(A,mskj , T,y, σ)

skj := xj ; return skj

Enc(mpk, id, µ)

y := H(id)

s←Rntq ; e0 ← χ2mt; e1 ← χ

cT
0 := sTA + eT

0 mod q

c1 := sTy + e1 + bq/2cµ mod q

ctxt := (c0, c1); return ctxt

Dec
(
ctxt,

(
skj
)
j∈T

)
x← PT.Rec((xj)j∈T )

c := c1 − cT
0x mod q

if c > q/4 : return 1

return 0

Fig. 8. t-out-of-k threshold IBE construction.

Theorem 8. The (t, k)-IBE scheme in Fig. 8 is highly-selectively secure, if the partial lattice trapdoor scheme
PT has (nt, 2mt, χ0, χ1, σ)-indistinguishability.

Proof. thm:IBE-security Define the following hybrids:

Hybb,0 : The real highly-selective experiment encrypting µb.
Hybb,1 : The ciphertext component c1 is swapped to uniform over Rq.

We have Hybb,0 ≡ Hybb,1 since c1 is uniform in both hybrids. Below we show that Hybb,0 ≈c Hybb,1 if PT has
(χ0, χ1)-indistinguishability.

Suppose there exists a PPT A distinguishing Hybb,0 and Hybb,1 with non-negligible probability. We

construct a PPT BA against the (χ0, χ1)-indistinguishability of PT. Let BA proceed as follows:

– Initialise list H. Receive from A set C ⊂ [k] of corrupt users, set (T`, id`)`∈[L] of all secret key queries, and

challenge (T ∗, i∗, id∗). W.l.o.g. assume |C| = t− 1.
– Pass C to the PT indistinguishability challenger, and receive A and partial trapdoors (Uj)j∈C. Let

mpk := A and mskj := Uj for all j ∈ C.
– For each ` ∈ [L], query PSampPreO(T`) to obtain

(
(x`,j)j∈T ,y`

)
, where y` is uniform. Let sk`,j := x`,j .

Programme H[id`] := y`.

– Pass (T ∗, i∗) to PT challenger, and receive
((

x∗j
)
j∈T∗\{i∗} ,y

∗, c0, c1

)
, where y∗ is uniform. Let sk∗j := x∗j .

Programme H[id∗] := y∗.
– Upon any H[id] query from A, if H[id] = ⊥, sample a random vector y ← Rntq , let H[id] := y. Answer

with H[id].
– Pass mpk, (mskj)j∈C ,

(
sk`,j

)
`∈[L],j∈T`

,
(
sk∗j
)
j∈T∗\{i∗} to A, and receive (µ0, µ1).

– Let c1 := c1 + bq/2cµb mod q. Pass ctxt := (c0, c1) to A, and return whatever A returns.

It is straightforward to verify that mpk, the corrupt master secret keys (mskj)j∈C , the answers to secret

key queries, and the challenge
(
sk∗j
)
j∈T∗\i∗ are distributed identically to corresponding values in Hybb,0 and

Hybb,1. If c1 from the PT challenger equals sTy∗ + e mod q, then BA perfectly simulates c1 in Hybb,0. Else, c1
is uniformly random, hence BA perfectly simulates c1 in Hybb,1. We conclude that the success probability of

BA is same as A. ut

6.4 Open Problems

We discuss application specific limitations and future directions.
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Highly-selective Security. For both of our threshold signature and IBE, we only prove a notion that we dub
“highly-selective security” where the adversary has to provide all of its queries upfront. This is because we are
unable to programme the random oracle value H(µ) (resp. H(id)) before the partial signature (resp. identity
key) query for a message µ (resp. identity id) is known, for otherwise we cannot sample appropriate partial
preimages for the set T .

Moreover, similar to GPV we do not prove security against the same message (resp. identity) being queried
more than once. As in GPV we may address this limitation by de-randomising the signing algorithm when
the same message is queried again for the same signing set T . If the same message is queried but for different
signing sets T1, T2 then we are unable to argue security (and our security experiment forbids it); we note that
we are not aware of an attack either.

In the setting of signatures, the obvious fix is to call H(µ, T ) and to derandomise the signature generation
algorithm. We did not adopt this approach above, because it squashes any hope for achieving anonymity.
Still, this change would recover the usual notion of adaptive security with static corruptions for threshold
signatures.

A similar fix does not apply in IBE since the encrypter does not know which set of parties T will be
decrypting the message.

Robustness. Full robustness of the signature scheme is an interesting direction for future work. We could
plausibly use techniques of error correction for Shamir secret sharing schemes and subtractive sets [AL21].
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DLN+21. Julien Devevey, Benôıt Libert, Khoa Nguyen, Thomas Peters, and Moti Yung. Non-interactive CCA2-
secure threshold cryptosystems: Achieving adaptive security in the standard model without pairings. In
Juan Garay, editor, PKC 2021, Part I, volume 12710 of LNCS, pages 659–690. Springer, Cham, May 2021.
1.2

EKT24. Thomas Espitau, Shuichi Katsumata, and Kaoru Takemure. Two-round threshold signature from algebraic
one-more learning with errors. In Leonid Reyzin and Douglas Stebila, editors, CRYPTO 2024, Part VII,
volume 14926 of LNCS, pages 387–424. Springer, Cham, August 2024. 1.2, 1.2

ENP24. Thomas Espitau, Guilhem Niot, and Thomas Prest. Flood and submerse: Distributed key generation and
robust threshold signature from lattices. In Leonid Reyzin and Douglas Stebila, editors, CRYPTO 2024,
Part VII, volume 14926 of LNCS, pages 425–458. Springer, Cham, August 2024. 2.7

45



GKPV10. Shafi Goldwasser, Yael Tauman Kalai, Chris Peikert, and Vinod Vaikuntanathan. Robustness of the
learning with errors assumption. In Andrew Chi-Chih Yao, editor, ICS 2010, pages 230–240. Tsinghua
University Press, January 2010. 9

GKS24. Kamil Doruk Gür, Jonathan Katz, and Tjerand Silde. Two-round threshold lattice-based signatures
from threshold homomorphic encryption. In Markku-Juhani Saarinen and Daniel Smith-Tone, editors,
Post-Quantum Cryptography - 15th International Workshop, PQCrypto 2024, Part II, pages 266–300.
Springer, Cham, June 2024. 1.2

GMPW20. Nicholas Genise, Daniele Micciancio, Chris Peikert, and Michael Walter. Improved discrete gaussian and
subgaussian analysis for lattice cryptography. In Aggelos Kiayias, Markulf Kohlweiss, Petros Wallden,
and Vassilis Zikas, editors, PKC 2020, Part I, volume 12110 of LNCS, pages 623–651. Springer, Cham,
May 2020. 1

GPV08. Craig Gentry, Chris Peikert, and Vinod Vaikuntanathan. Trapdoors for hard lattices and new cryptographic
constructions. In Richard E. Ladner and Cynthia Dwork, editors, 40th ACM STOC, pages 197–206. ACM
Press, May 2008. 1, 1, 1.1, 2.1, 2.3, 2.6, 5, 5.3, 5.4

GVW15. Sergey Gorbunov, Vinod Vaikuntanathan, and Daniel Wichs. Leveled fully homomorphic signatures from
standard lattices. In Rocco A. Servedio and Ronitt Rubinfeld, editors, 47th ACM STOC, pages 469–477.
ACM Press, June 2015. 1

HLL23. Yao-Ching Hsieh, Huijia Lin, and Ji Luo. Attribute-based encryption for circuits of unbounded depth
from lattices. In 64th FOCS, pages 415–434. IEEE Computer Society Press, November 2023. 2.7

HMP06. Shlomo Hoory, Avner Magen, and Toniann Pitassi. Monotone circuits for the majority function. In
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A Generalisations of Existing Lemmas to Ring Setting

The goal of this section is to prove Lemma 26 and Theorem 9 which generalise their counterparts over Z
in the literature to the ring setting and to allow Gaussian samples with different parameters. Readers
wanting to focus on the Z setting can safely ignore this section.

More specifically, Lemma 26 states that a Gaussian matrix U, whose columns are sampled independently
from discrete Gaussian distributions with potentially different parameters, is likely to have linearly
independent columns over each factor field of Rq. Theorem 9 states that sampling a uniform A then
sampling a Gaussian U subject to A ·U = V mod q is statistically close to sampling in reverse order.

We first recall some classic lemmas from the literature.

Lemma 22 ([Ban93, Lemma 1.5]). For any n-dimensional lattice Λ, c ∈ Rn, r > 1/
√

2π,

ρ((Λ+ c) \ r
√
nB) < 2Cnr · ρ(Λ)

where r
√
nB ⊆ Rn denotes the set of all vectors in Rn with norm at most r

√
n and Cr = r

√
2πe · e−π·r2 .

Lemma 23 ([MP12, Lemma 2.5]). Let Λ ⊆ Rn be a lattice, Σ ≥ 0, and c ∈ Rn. It holds that
ρ√Σ(Λ+ c) ≤ ρ√Σ(Λ). Furthermore, if

√
Σ ≥ ηε(Λ) for some ε > 0 and c ∈ span(Λ), then ρ√Σ(Λ+ c) ≥

1−ε
1+ε · ρ√Σ(Λ).

The following is a direct corollary of Lemma 23.

Corollary 2 (Generalisation of [BF11, Lemma 4.4]). Let A ∈ Rn×mq be primitive and
√

Σ ≥
ηε(Λ

⊥
q (A)) for some ε > 0. For any v ∈ Rnq , it holds that

1− ε
1 + ε

· ρ√Σ(Λ⊥q (A)) ≤ ρ√Σ(Λv
q (A)) ≤ ρ√Σ(Λ⊥q (A)).

Furthermore, if ε = negl(λ), then

ρ√Σ(Rm) =
∣∣Rnq ∣∣ · ρ√Σ(Λ⊥q (A)) · (1− negl(λ)).

The following is immediate from Corollary 2 and its proof omitted.

Corollary 3. Let A ∈ Rn×mq be primitive and
√

Σ ≥ ηε(Λ⊥q (A)) for some ε > 0. Let σ∗ = smin(
√

Σ). If
ε = negl(λ), then

ρσ∗(Rm) ≤
∣∣Rnq ∣∣ · ρ√Σ(Λ⊥q (A)) · (1− negl(λ)).

Lemma 24 ([Reg05, Claim 3.8]). For any n-dimensional lattice Λ, ε > 0, σ ≥ ηε(Λ), and c ∈ Rn, it

holds that ρσ(Λ+ c) ∈ [1± ε] · σn · det(Λ)
−1

. Furthermore, when c = 0, ρσ(Λ) ≥ σn · det(Λ)
−1

.

The following is a direct corollary of Lemma 24.

Corollary 4 (Generalisation of [ABB10b, Full version, Lemma 21]). For any i ≥ 0, ε > 0,
σ ≥ ηε(Ri), it holds that

σϕi · det(Ri)−1 ≤ ρσ(Ri) ≤ (1 + ε) · σϕi · det(Ri)−1
.

We also generalise a lemma from [ABB10b] which upper-bounds the Gaussian weights of q-ary lattices.
We generalise it to cover q-ary lattices for ideals q ⊂ R.

Lemma 25 (Generalisation of [ABB10b, Full version, Lemma 31]). Let m,N be positive integers,
k be a non-negative integer, Σ ∈ Rϕm×ϕm be positive semi-definite, σ = smax(

√
Σ), and q ⊂ R be an

ideal satisfying the following:

N (q) = N, k ≤ m, ϕm ≥ Ω(λ), σ ·
√
m ≤ N1/ϕ.

For any U ∈ Rm×k, it holds that

ρ√Σ(Λq(U)) ≤ ρσ(Rk)/(1− negl(λ))

where if k = 0, i.e. U is the empty matrix then we take Λq(U) = qm.
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Proof. Below, for ` ≥ 0, write B` ⊆ H` for the set of vectors in H` with norm at most 1.
Without loss of generality, we can assume that there exists a k-by-k submatrix W of U so that W is

either the empty matrix (i.e. k = 0) or invertible over Rq = R/q, for otherwise there exists U′ ∈ Rm×k
with such a property and ρσ(Λq(U)) ≤ ρσ(Λq(U′)). The case k = 0 is clear. For k > 0, consider prime
factorisation q =

∏
j qj and the Chinese remainder representation Uj := U mod qj ∈ Rm×kqj of U. For each

j, let U′j ∈ Rm×kqj be a matrix obtained from Uj by picking the maximal set of Rqj -linearly independent
columns and filling the rest with arbitrary columns which are Rqj -linearly independent of the previous ones.
Let U′ ∈ Rq be the unique matrix (modulo q) satisfying U′ = U′j mod q. It is clear that Λq(U) ⊆ Λq(U′)
and that every k-by-k submatrix of U′ is invertible modulo q.

Let P ∈ {0, 1}k×m be a partial permutation matrix, i.e. each row and column contains at most a single
1, such that P ·U = W is a submatrix of U which is either the empty matrix or is invertible over Rq. We
observe the following two properties:

1. For all x ∈ Λq(U), since ‖P · x‖ ≤ ‖x‖, we have ρ√Σ(x) ≤ ρσ(P · x).24

2. The map x 7→ P ·x mod q is injective over C := Λq(U)∩Rmq where we identify elements in Rmq by their

shortest representatives. Indeed, let x = U · d mod q and x′ = U · d′ mod q for some d,d′ ∈ Rkq. If
P ·x = P ·x′ mod q, then W ·(d−d′) = 0 mod q, which implies d = d′ mod q and hence x = x′ mod q.

Using the two properties above, we obtain

ρ√Σ(C) =
∑
x∈C

ρ√Σ(x) ≤
∑
x∈C

ρσ(P · x) ≤
∑

y∈Rk
ρσ(y) = ρσ(Rk) (11)

where the first and second inequalities follow from the first and second properties respectively.
Next, let r := N1/ϕ/(2σ

√
m). We show that Λq(U) ∩ r√ϕm · σBϕm ⊆ C and hence

ρ√Σ(Λq(U) ∩ r√ϕm · σBϕm) ≤ ρ√Σ(C). (12)

Suppose towards a contradiction that Λq(U) ∩ r√ϕm · σBϕm 6⊆ C. Then there exists distinct a,b ∈
r
√
ϕm · σBϕm such that a = b mod q or equivalently 0 6= a− b ∈ qm. Since a and b are contained in the

ball of radius rσ
√
ϕm, so does a − b, and thus ‖a− b‖ ≤ 2rσ

√
ϕm =

√
ϕ ·N1/ϕ. By the inequality of

arithmetic and geometric mean, we have

λ1(q) ≥ √ϕ · N (q)
1/ϕ

=
√
ϕ ·N1/ϕ.

Therefore, ‖a− b‖ ≤ √ϕ ·N1/ϕ ≤ λ1(q) = λ1(qm), contradicting a− b being a non-zero vector in qm.

Finally, using r = N1/ϕ/(2σ
√
m) > 1/

√
2π from above, let

Cr = r ·
√

2πe · exp(−π · r2)

=
√

2πe · N
1/ϕ

2σ
√
m
· exp

(
−π ·

(
N1/ϕ

2σ
√
m

)2
)

≤
√

2πe

2
· exp(−π/4) ≈ 0.942,

where the last inequality holds since N1/ϕ

σ
√
m
> 1 by the assumed parameters, and the function

√
2πe · x ·

exp
(
−π · x2

)
is decreasing for x ≥

√
1/(2π). Applying Lemma 22, we have that

ρ√Σ(Λq(U) ∩ r√ϕm · σBm)

ρ√Σ(Λq(U))
≥

ρ√Σ(Λq(U) ∩ r√ϕm ·
√

ΣBm)

ρ√Σ(Λq(U))

24 Write Σ = UTDU as its singular decomposition, then ρ√Σ(x) = exp(−πxTΣ−1x) ≤
exp(−πxTU−1(σ−2I)U−Tx) = exp(−π‖x‖2/σ2) ≤ exp(−π‖Px‖2/σ2) = ρσ(Px), where we recall σ =
smax(

√
Σ).
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=
ρ((
√

Σ)−1Λq(U) ∩ r√ϕm · Bm)

ρ((
√

Σ)−1Λq(U))

≥ 1− 2Cϕmr ≥ 1− negl(λ).

Chaining together with Eqs. (11) and (12), we arrive at

ρ√Σ(Λq(U)) ≤ ρσ(Rk)/(1− negl(λ)). ut

Given the above, we are ready to prove Lemma 26 and Theorem 9.

Lemma 26 (Generalisation of [BF11, Lemma 4.5]). Let g, k,m, n, q be positive integers, a ≥ 1
be a real number, A ∈ Rn×mq be primitive, and {Σi}i∈[k] be positive semi-definite matrices in Rϕm×ϕm
satisfying the following constraints:

– k, n ≤ m,
– ϕ(m− k) ≥ Ω(λ), and
– q is an unramified prime that factors as 〈q〉 =

∏g
j=1 qj with norm N (qj) = qϕ/g in R, and

– there exists ε ≤ negl(λ) so that for all i ∈ [k] it holds

max
{
ηε(Λ

⊥
q (A)), 2

√
ϕ · (akqn)1/(m−k)

}
≤ smin

(√
Σi

)
, smax

(√
Σi

)
≤ min

{
q1/g/

√
m, a · smin

(√
Σi

)}
.

Furthermore, let {vi}i∈[k] ∈ Rnq be arbitrary images. For i ∈ [k], let ui ← DΛvi
q (A),

√
Σi

. With overwhelming

probability in λ, the vectors {ui}i∈[k] are Rqj -linearly independent for all j ∈ [g].

Proof. For i ∈ {1, . . . , k}, let Ui ∈ Rm×i be the matrix with columns given by (uj)j∈[i], and define U0

to be the empty matrix. For each j ∈ [g], define Λqj (U0) := qmj . By a union bound and Corollary 2, the
probability that {ui}i∈[k] is not Rqj -linearly independent for all j ∈ [g] is at most

∑
i∈[k]

∑
j∈[g]

Pr
[
ui ∈ Λqj (Ui)

]
≤
∑
i∈[k]

∑
j∈[g]

ρ√Σi
(Λqj (Ui))

ρ√Σi
(Λvi

q (A))

≤ (1 + negl(λ)) ·
∑
i∈[k]

∑
j∈[g]

ρ√Σi
(Λqj (Ui))

ρ√Σi
(Λ⊥q (A))

.

(13)

Below, denote by σi,max := smax(
√

Σi) and σi,min := smin(
√

Σi) the maximum and minimum singular
values of

√
Σi respectively. We recall the following properties proven in separate lemmas:

1. For all j ∈ [g], the norm of qj is given by N (qj) = qϕ/g. Since σi,max ≤ q1/g/
√
m = N (qj)

1/ϕ/
√
m,

by Lemma 25, for i ∈ {0, . . . , k} and j ∈ [g],

ρ√Σi
(Λqj (Ui)) ≤ ρσi,max

(Ri)/(1− negl(λ)).

2. For all i ∈ [k], since
√

Σi ≥ ηε(Λ⊥q (A)), by Corollary 3, we have

1

ρ√Σi
(Λ⊥q (A))

≤
∣∣Rnq ∣∣ · 1− negl(λ)

ρσi,min
(Rm)

.

3. For i ∈ [k], since σi,min ≥ ηε(Λ⊥q (A)), we have σi,min ≥ ηε(Ri
′
) for all 0 ≤ i′ ≤ m. By Corollary 4,

σϕi
′

i,min · det(Ri
′
)
−1
≤ ρσi,min

(Ri
′
) ≤ (1 + negl(λ)) · σϕi

′

i,min · det(Ri
′
)
−1
,

and analogously for σi,max.
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Combining the first and second properties and g ≤ ϕ, the quantity in Eq. (13) is upper bounded by∣∣Rnq ∣∣ · ϕ ·∑
i∈[k]

ρσi,max
(Ri)

ρσi,min(Rm)
· (1 + negl(λ)). (14)

Define the shorthands σ := min{σi,min}i∈[k] and r = σϕ

det(R) . By the third property, the quantity in Eq. (14)
is at most ∣∣Rnq ∣∣ · ϕ ·∑

i∈[k]

σϕii,max · det(R)
−i

σϕmi,min · det(R)
−m · (1 + negl(λ))

≤ qϕn · ϕ ·
∑
i∈[k]

aϕi

(
det(R)

σϕi,min

)m−i
· (1 + negl(λ))

≤ qϕn · ϕ ·
∑
i∈[k]

aϕi · ri−m · (1 + negl(λ))

= qϕn · ϕ ·
∑
i∈[k]

r−m · (aϕr)i · (1 + negl(λ))

= qϕn · ϕ · r−m · (aϕr)k − 1

(aϕr)− 1
· (1 + negl(λ))

where the first inequality is due to σi,max ≤ a · σi,min, and the second due to σ ≤ σi,min, for all i ∈ [k].

Recall that the discriminant ∆K of K satisfies ∆K = det(R)
2 ≤ ϕϕ. Since σ ≥ 2

√
ϕ(akqn)1/(m−k), we

have

aϕr = aϕ · σϕ

det(R)
≥ aϕ · σ

ϕ

ϕϕ/2
≥ aϕ ·

(2
√
ϕ(akqn)1/(m−k))ϕ

ϕϕ/2
= 2ϕaϕ(akqn)ϕ/(m−k) ≥ 2.

We can therefore further upper-bound the above quantity by

qϕn · ϕ · aϕk · rk−m · (1 + negl(λ))

= qϕn · ϕ · aϕk ·
(

det(R)

σϕ

)m−k
· (1 + negl(λ))

≤ qϕn · ϕ · aϕk ·
(
ϕϕ/2

σϕ

)m−k
· (1 + negl(λ))

= ϕ ·
(√

ϕ(akqn)1/(m−k)/σ
)ϕ(m−k)

· (1 + negl(λ)) ≤ negl(λ)

where the first inequality is due to det(R) ≤ ϕϕ/2, and the second is due to σ ≥ 2
√
ϕ · (akqn)1/(m−k) and

2−ϕ(m−k) ≤ negl(λ). ut

Theorem 9 (Generalisation of [BF11, Theorem 4.3]). Let g, k,m, n, q be positive integers, a ≥ 1
be a real number, and {Σi}i∈[k] be positive semi-definite matrices in Rϕm×ϕm satisfying the following
constraints:

– k, n ≤ m,
– ϕ(m− k) ≥ Ω(λ),
– q be an unramified prime that factors as 〈q〉 =

∏g
j=1 qj with norm N (qj) = qϕ/g in R,

– ng/qϕ(m−n+1)/g ≤ negl(λ), and
– there exists ε ≤ negl(λ) so that for all i ∈ [k] it holds

max
{
ηA, 2

√
ϕ · (akqn)1/(m−k)

}
≤ smin

(√
Σi

)
, smax

(√
Σi

)
≤ min

{
q1/g/

√
m, a · smin

(√
Σi

)}
,

where ηA ≥ 8ϕ
√
m · qn/m+2/(ϕ·m).
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For any V ∈ Rn×kq , the following distributions are statistically close in λ:

D0 :=

{(
A,U

) ∣∣∣∣∣ A← Rn×mq

ui ← DΛvi
q (A),

√
Σi
∀i ∈ [k]

}
, D1 :=

{(
A,U

) ∣∣∣∣∣ ui ← DRm,√Σi
∀i ∈ [k]

A← Rn×mq : A ·U ≡ V

}
.

Proof. We calculate the statistical distance directly. First, consider D0. Clearly, for any A ∈ Rn×mq and

any U ∈ Rm×k satisfying A ·U ≡ V mod q,

Pr[D0 = (A,U)] =
1

qϕnm

∏
i∈[k]

ρ√Σi
(ui)

ρ√Σi
(Λvi

q (A))

∈ [1± negl(λ)] · 1

qϕnm

∏
i∈[k]

ρ√Σi
(ui)

ρ√Σi
(Λ⊥q (A))

= [1± negl(λ)] · q
ϕnk

qϕnm

∏
i∈[k]

ρ√Σi
(ui)

ρ√Σi
(Rm)

where the inclusion is due to Corollary 2.
Next, consider D1. For any U ∈ Rm×k having Rqj -linearly independent columns for all j ∈ [g], there

are exactly qϕn(m−k) possible choices of A which satisfies A ·U ≡ V mod q. Therefore, for each of these
choices of (A,U),

Pr[D1 = (A,U)] =
qϕnk

qϕnm

∏
i∈[k]

ρ√Σi
(ui)

ρ√Σi
(Rm)

.

Let P ⊆ Rn×mq denote the set of all primitive matrices, and let TA,V ⊆ Rm×k denote those matrices U
with k Rq-linearly independent columns and satisfying A ·U = V mod q. The statistical distance between
D0 and D1, when restricted to A ∈ P and U ∈ TA,V, denoted by ∆, satisfies the following:

∆ :=
1

2

∑
A∈P

∑
U∈TA,V

|Pr[D0 = (A,U)]− Pr[D1 = (A,U)]|

≤ 1

2

∑
A∈P

∑
U∈TA,V

qϕnk

qϕnm

∏
i∈[k]

ρ√Σi
(ui)

ρ√Σi
(Rm)

· negl(λ)

≤ 1

2

∑
A∈P

qϕnk

qϕnm

∏
i∈[k]

ρ√Σi
(Λvi

q (A))

ρ√Σi
(Rm)

· negl(λ)

≤ 1

2

∑
A∈P

qϕnk

qϕnm

∏
i∈[k]

ρ√Σi
(Λ⊥q (A))

ρ√Σi
(Rm)

· negl(λ)

≤ 1

2

∑
A∈P

qϕnk

qϕnm

∏
i∈[k]

(|Rnq |(1− negl(λ)))−1 · negl(λ)

=
1

2

∑
A∈P

1

qϕnm
· (1− negl(λ))−knegl(λ) ≤ negl(λ).

In the above, the first inequality is clear, the second is due to
∏
i∈[k] ρ

√
Σi

(Λvi
q (A)) containing all terms in∑

U∈TA,V
∏
i∈[k] ρ

√
Σi

(ui) plus some more, the third and fourth are due to Corollary 2, and the final one

is due to |P| ≤ qϕnm.
By Lemma 8, A← Rn×mq is primitive with probability at least

1− ng

qϕ·(m−n+1)/g
≥ 1− negl(λ),
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since by assumption ng/qϕ(m−n+1)/g ≤ negl(λ). By the parameter choices and Lemma 3, smin(
√

Σi) ≥
ηε(Λ

⊥
q (A)) with overwhelming probability in λ for all i ∈ [k]. Then by Lemma 26, for a primitive A

and the parameter choices, the vectors {ui}i∈[k] where ui ← DΛvi
q (A),

√
Σi

have Rqj -linearly independent

columns for all j ∈ [g] with overwhelming probability in λ. It follows that the statistical distance between
D0 and D1 (unrestricted) is also negligible in λ. ut

B κ-MSIS and κ-MLWE Problems and Reductions

In this section we give definitions for the ring version of κ-MSIS and κ-MLWE assumptions. We also give
proofs for the adapted lemmas required for the proof of Theorem 1.

Definition 13 (κ-MSIS Assumption). Let ϕ, n,m, log q, κ, smax(Σ), β ∈ poly(λ) with n, κ ≤ m. An
instance of κ-MSISRq,n,m,Σ,β problem is a uniform matrix A← Rn×mq and κ vectors ei ← DΛ⊥q (A),Σ for

i ∈ [κ]. A solution to the problem is a vector v ∈ Rmq such that:

(1) A · v = 0 mod q, (2) ‖v‖ ≤ β, (3) v /∈ K-span(e0, . . . , eκ−1).

The κ-MSISRq,n,m,Σ,β assumption states that any PPT A finds a solution with probability ≤ negl(λ).

Definition 14 (κ-MLWE Assumption). Let n,m, log q, κ, χ, smax(Σ) ∈ poly(λ) with n, κ ≤ m. The
κ-MLWERq,n,m,Σ,χ assumption states that for any PPT A,∣∣∣∣∣∣∣∣∣∣∣∣

Pr

b = 1

∣∣∣∣∣∣∣∣∣∣∣∣

A← Rn×mq

U← (DΛ⊥q (A),Σ)κ

s← Rnq , e← DmR,χ
bT := sT ·A + eT mod q

b← A(A,U,b)

− Pr

b = 1

∣∣∣∣∣∣∣∣∣∣

A← Rn×mq

U← (DΛ⊥q (A),Σ)κ

b← U(U⊥) +DmR,χ
b← A(A,U,b)



∣∣∣∣∣∣∣∣∣∣∣∣
≤ negl(λ).

The Lemmas 27 and 28 are used in the proof of Lemma 29. We give indications on how to adapt the
proofs below the statement. The Lemma 29 is the central adaptation we need for Theorem 1, there we
give a proof in full.

Lemma 27 (Generalised from [AGHS13, Lem. 8 (eprint)]). Let m > 2n > 2, and mini(σi) ≥ C·
√
n

for an absolute constant C. Let X←
∏n−1
i=0 DZm,σi . Then

Ω(min(σi)
√
m) ≤ smin(XT) ≤ smax(XT) ≤ O(max(σi)

√
m)

with probability 1− 2−Ω(m).

The generalisation uses standard inequalities of the form smax(A·B) ≤ smax(A)·smax(B) and smin(A·B) ≥
smin(A) · smin(B) for rectangular matrices A and B.

Lemma 28 (Generalised from [LPSS14, Lem. 7 (eprint)]). Let σi > 0 for i = 0, . . . , n− 1. Let
n ≥ 100, ε ∈ (0, 1/1000), min(σi) ≥ 9

√
ln(2n(1 + 1/ε))/π, m ≥ 30n log(nmax(σi)), and S ∈ Rm×m a

full-rank matrix s.t. smin(S) ≥ 10nmax(σi) log3/2(nmmax(σi)/ε). Let X←
∏n−1
i=0 DZm,σi then

– Zn = XT · Zm with probability 1− 2−Ω(n),

– SD(XT · DZm,S,c,DZn,S′,XTc) ≤ 2−Ω(n) with S′ =
√

XT · S · ST ·X.

The generalisation requires updating the norm bounds for the elements in X throughout the proof in
[AR13, Thm. 5.1 (arxiv)].
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Lemma 29 (Generalised from [LPSS14, Lem. 16 (eprint)]). Let σi > 0, σ′i > 0 for all i =
0, . . . , κ− 1. Let n ≥ 100, m ≥ Ω(n log(nmaxi(σi))), mini(σi) > Ω(

√
nm logm) and

min
i

(σ′i) ≥ Ω(n
√
mmax(σi)

2 log3/2(nmmax(σi))).

Let S = diag
(
σ′0, . . . , σ

′
κ−1

)
. Let X ←

∏n−1
i=0 DZm,σi . For any c ∈ Zn we can efficiently sample r ∈ Zm

such that for x′ = c + XTr

– ‖r‖ = O(maxi(σ
′
i)/mini(σi)) with probability 1− 2−Ω(n),

– SD((X,x′), (
∏κ
i=1DZm,σi ,DZn,S,c)) ≤ 2−Ω(n).

Proof. Set the distribution of r ∈ Zm to DZm,Σ where Σ = [(XT)+ ·S |Mker] where Mker ∈ Q(m−n)×(m−n)

is a basis of ker(XT). We find Mker by solving XT · v = 0 equation using Gaussian elimination over Q,
then we scale the matrix down to obtain Mker of norm 1. We obtain

XT ·Σ ·ΣT ·X =
[
S 0
]
·
[
ST

0

]
= S · ST .

Therefore, S is also a square root of the matrix above. We check the conditions of Lemma 28. The matrix
Σ is a full rank by construction. For the lowest singular value of Σ we know smin(Σ) ≥ smin((XT)+ · S)−
smax(Mker) ≥ mini(σ

′
i)

maxi(σi)
√
m
− 1. We then verify that

mini(σ
′
i)

maxi(σi)
√
m
− 1 ≥ 10nmax(σi) log3/2(nmmax(σi)/ε)

is compatible with our parameters. Therefore by Lemma 28

XT · DZm,Σ = DXTZm,XTΣ = DZn,S.

It remains to upper bound the norm of the vector r.

smax(Σ) ≤
√
‖(XT)+‖2 · ‖S‖2 + 1

=

√
maxi(σ′i)

2

smin(XT)2
+ 1

≤

√
maxi(σ′i)

2

Ω(mini(σi)2m)
+ 1 = O(max

i
(σ′i)/min

i
(σi) ·

√
m)

in the first inequality we use smax([A | B] ≤ smax(A) + smax(B)) and that the matrix norm is sub-
multiplicative. The third equality hold by construction of the Moore-Penrose pseudoinverse using the
SVD of matrix XT. The last inequality follows from Lemma 27 with overwhelming probability. By the
Gaussian concentration bound in Lemma 6 ‖r‖ ≤ O(maxi(σ

′
i)/mini(σi) ·

√
m) ·
√
m with overwhelming

probability. ut
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