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Abstract—In this paper we propose a secure best effort
methodology for providing localisation information to devices
in a heterogenous network where devices do not have access
to GPS-like technology or heavy cryptographic infrastructure.
Each device will compute its localisation with the highest possible
accuracy based solely on the data provided by its neighboring
anchors. The security of the localisation is guarantied by reg-
istering the localisation information on a distributed ledger via
smart contracts. We prove the security of our solution under the
adaptive chosen message attacks model. We furthermore evaluate
the effectiveness of our solution by measuring the average register
location time, failed requests, and total execution time using as
DLT case study Hyperledger Besu with QBFT consensus.

Index Terms—Decentralized localisation,D2D,Blockchain, De-
centralized Storage

I. INTRODUCTION

Localization is at the core of various applications in wireless
networks including routing, clustering, path planning and
many others. In maritim applications for instance devices
communicate their location via AIS (automatic identification
system) subject to a broad range of cyberattacks . Therefore,
recent research has explored the integration of blockchain
technology into localization systems to address security vul-
nerabilities and enhance reliability across diverse network
environments. In [1], a framework is proposed to mitigate
threats in Wireless Sensor Networks (WSNs) operating in
hostile settings. By computing dynamic trust values based
on metrics like information integrity, reputation, and energy
levels, and securely storing these values on a decentralized
blockchain, the system ensures transparency and immutability.
A Proof-of-Stake (PoS) consensus mechanism selects high-
trust beacon nodes for mining and secure localization, re-
sulting in improved accuracy, reduced false positive/negative
rates, and enhanced malicious activity detection. Similarly,
[2] focuses on vehicular localization in Internet-of-Vehicles
(IoV) networks vulnerable to malicious attacks. This work
integrates a lightweight blockchain framework with Time
Difference of Arrival (TDOA) localization and employs trust
evaluation based on node energy consumption and target
location estimates. Analytical and simulation studies reveal the
scheme’s robustness, achieving high accuracy and resilience
even under significant malicious activity. Addressing WSN-
specific challenges, [3] introduces a range-free localization

approach combining trust metrics such as energy levels, rep-
utation, and neighbor data with blockchain’s immutability. A
PoS mechanism ensures the selection of trustworthy nodes,
achieving notable improvements in localization precision and
energy efficiency. For IoT applications, [4] presents BlockLoc,
a blockchain-based localization system designed to counter
threats like Sybil attacks, eavesdropping, and message forging.
By securely storing location data and verifying node posi-
tions using techniques such as RSSI and DV-Hop, BlockLoc
enhances robustness and scalability in dynamic IoT envi-
ronments. In the domain of smart homes, [5] proposes a
secure monitoring framework leveraging private blockchain
technology. The system employs RSSI-based trilateration with
Kalman filtering to localize devices and detect malicious
activity while reducing computational overhead through opti-
mized consensus mechanisms. Simulation results demonstrate
increased localization accuracy and security for smart home
networks. Further enhancing WSN localization, [6] incor-
porates behavioral and data trust metrics into a blockchain
framework. Trust values are decentralized and immutable, with
high-trust nodes selected for localization tasks. The approach
achieves significant gains in energy efficiency, accuracy, and
attack resilience. A novel Proof-of-Location (PoL) mechanism
is introduced in [7] for decentralized location verification
using blockchain. This system creates tamper-resistant cer-
tificates of user positions, leveraging short-range communi-
cation and asymmetric cryptography to combat spoofing and
replay attacks. Results highlight its robustness and scalability
for applications such as smart cities and IoT ecosystems.
Integrating federated learning with blockchain, [8] presents
a secure IoT-based WSN localization framework. Through
hierarchical trust evaluation and privacy-preserving machine
learning models, the system achieves near-perfect malicious
node detection and localization accuracy, making it suitable
for large-scale deployments. The framework in [9] supports
low-power IoT devices by combining blockchain with RF
timestamping and TDOA techniques, eliminating reliance on
GPS. The Helium network demonstrates efficient geolocation
services with reduced energy consumption, ideal for applica-
tions like asset tracking and smart cities. In UAV localization,
[10] employs blockchain with a Distance Bounding Protocol
to ensure secure and private location authentication. Features



such as zero-knowledge proofs and tamper-proof verification
enhance the system’s scalability and security in dynamic UAV
environments. Lastly, [11] introduces the Internet of Entities
(IoE), a decentralized framework leveraging existing wireless
infrastructure to provide scalable, privacy-preserving localiza-
tion services. This system records location data in tamper-
resistant ledgers while minimizing costs, offering robust solu-
tions for e-health, smart cities, and mobility applications.

These contributions collectively underscore the potential of
blockchain technology to revolutionize secure localization by
addressing vulnerabilities, enhancing accuracy, and ensuring
scalability across various domains.

However, while blockchain-based localization systems offer
enhanced transparency and security, several challenges and
limitations persist. Many frameworks, such as those leveraging
trust evaluation or federated learning techniques, are compu-
tationally demanding and introduce significant delays, which
can be problematic for applications requiring quick responses,
such as UAV operations or dynamic IoT networks [1], [2],
[8]. Additionally, while decentralization strengthens resilience,
it also increases communication overhead and energy con-
sumption, posing challenges for resource-constrained devices
within Wireless Sensor Networks (WSNs) [3], [5]. Scalability
further becomes an issue in environments like large-scale IoT
or vehicular systems, especially when consensus mechanisms
such as Proof-of-Work or Proof-of-Stake are involved [4], [9].
Moreover, specific vulnerabilities, such as Sybil attacks or the
falsification of location proofs, remain inadequately addressed
in some frameworks, potentially undermining the reliability
of the localization process [6], [7], [10]. These drawbacks
underscore the need for optimization and the adoption of
lighter, more efficient security measures to fully realize the
potential of blockchain-powered localization solutions.

In this paper, we propose a blockchain-based two layer hi-
erarchical architecture consisting of an upper layer blockchain
and a lower layer decentralized D2D network. Proposed sys-
tem leverages the blockchain layer to provide reliable and
flexible localisation service to the D2D network. Our solution
outperforms existing works in the following aspects :

First, our solution offers superior scalability compared to
non-hierarchical solutions [1], [2], [3], [6], [10], [11]. In non-
hierarchical architectures, nodes to be located also function as
blockchain participants. As a result, all nodes must perform
complex consensus algorithms to maintain the blockchain,
which inherently constrains the scalability of these solutions.
Furthermore, the communication overhead for blockchain
maintenance increases the latency of the localisation process.
High latency becomes even more problematic in high-mobility
scenarios, such as vehicular or aerial networks mentioned
in [2], [10]. In contrast, our hierarchical system allows the
lower layer D2D network to function without maintaining the
blockchain, which enhances the scalability of the lower layer
D2D network.

Second, similar to [4], [7], our solution leverages blockchain
to provide localisation services for lower layer decentralized
networks. However, the mentioned solutions rely on a fixed

localisation computation process, which imposes strict require-
ments on network environment, such as the network density.
For example, these solutions require the locations of at least
three anchor neighbors to perform the localisation computa-
tion. In contrast, our solution offers flexible and adaptive lo-
calisation computation. Proposed localisation service provides
high-accuracy localisation for nodes in high-density network
environments, while delivering approximate localisation for
nodes at the edge of the network. This improves the potential
and flexibility for nodes to obtain their location in time.

Finally, in terms of security, we demonstrate that the entire
workflow of the proposed localisation service is secure against
network-level adversaries and attacks. For other adversaries
attempt to insert anomalous data and disrupt the accuracy
of localisation computation, recent advancements in machine
learning have led to well-developed solutions for detecting and
filtering such anomalies [15], [16]. Our solution, therefore,
provides modular interfaces to adopt these methods into our
localization workflow, preventing the insertion of malicious
data and ensuring the accuracy of the localisation computation
process.

II. PROBLEM STATEMENT

We consider a system operating in an asynchronous com-
munication environment. It features a two-layer hierarchical
structure. The upper layer consists of a distributed network
maintaining a distributed ledger, and a distributed storage
system. The lower layer is a decentralized and dynamic D2D
network composed of independent D2D nodes. The two layers
communicate via dedicated gateway nodes. Gateway nodes are
direct participants of upper layer network and positioned at the
edge between the two layers. Gateway nodes communicate
with other participants in the upper layer network and interact
with the distributed storage system through reliable channels
and interfaces. While, gateway nodes communicate with the
D2D nodes of the lower layer through lossy wireless channels.

Gateway nodes are considered to have their accurate GPS
locations and sufficient computational power for complex
localisation computation, while D2D nodes are dynamic and
mobile nodes, lacking their GPS locations, and may not
possess the capability for complex localisation computation.

We identify two fundamental techniques well used for
wireless source localisation as the building blocks of our
proposed solution : Time Difference of Arrival (TDoA) and
Time of Arrival (ToA) [12], [13], [14].

In our context, only gateway nodes can perform TDoA
computation, as time synchronization among computing nodes
is required. During the TDoA process, multiple gateway nodes
receiving messages from the same target node calculate its
location by sharing information through the distributed ledger.
While, ToA computation can be performed either by gateway
nodes, or D2D nodes with sufficient computational power.
During the ToA process, the target node calculates its location
locally by collecting messages from nearby nodes.

The problem we aim to address in this context is to provide
reliable and adaptive localisation services to D2D nodes in the



lower layer D2D network through interaction with the upper
layer distributed ledger and distributed storage system. Our
solution allows the localisation service to choose, based on
the current network environment of the target D2D node, the
most adapted localisation method for computing the location
of target D2D node.

III. BLOCKCHAIN-BASED ADAPTIVE LOCALISATION

In this section, we present the proposed localisation service
based on adaptive localisation.

A. Adaptive localisation methodology

This algorithm identifies the highest localization accuracy a
node can achieve based on data from its neighboring anchors.
By sequentially evaluating conditions from the most precise
level (L1) to the least accurate (L5), it ensures that each
node can dynamically adapt its localization strategy. This
adaptability enhances the overall performance and resilience of
the system, enabling robust operation in dynamic or resource-
constrained environments. By leveraging varying levels of
anchor data, the methodology maintains reliable localiza-
tion capabilities, even in scenarios where synchronization,
responses, or distance measurements are limited, ensuring
optimal efficiency and flexibility in the network.

Algorithm 1 Determine Localization Precision Level
Require: node_data: A dictionary containing:

synchronized_anchors: List of synchronized anchor
IDs

anchor_responses: List of anchor IDs responding to
requests

anchor_distances: Dictionary mapping anchor IDs to
distances

nearby_anchors: List of dictionaries with keys:
id: Anchor ID
accuracy_level: Accuracy level of the anchor

Ensure: The highest achievable accuracy level: L1, L2, L3,
L4, L5, or None
if |synchronized_anchors| ≥ 3 then

return L1
if |anchor_responses| ≥ 3 then

return L2
if any anchor_id ∈ nearby_anchors for anchor_id ∈
anchor_distances then

return L3
if any anchor.accuracy_level ∈ {L1, L2} for anchor ∈
nearby_anchors then

return L4
if any anchor.accuracy_level ∈ {L3, L4} for anchor ∈
nearby_anchors then

return L5
return None

B. Adaptive Localisation Service Workflow

Through the proposed localisation service, any D2D node
in the system can request the computation and registration of
its location.

The localisation service operates in two phases, involving
three processes (see Figure 1). The first phase consists of the
TDoA Location Computation process. In this phase, the local-
isation service aims to compute and register an L1 location for
the target D2D node. If successful, the localisation process is
complete. Otherwise, the localisation service proceeds to the
second phase.

The second phase includes two alternative processes: Del-
egated ToA Location Computation and Local ToA Location
Computation. In this phase, the service aims to compute and
register an L2 to L5 location for the target D2D node. If
successful, the localisation process is complete. Otherwise, the
service is deemed a failure.

Comparing with Local ToA Location Computation, Dele-
gated ToA Location Computation does not require the node
to perform local location computation. Instead, the D2D node
must send necessary information for location computation to
the gateway node. This reduces the local computational load
on the D2D node but, increases the overall communication
overhead of the localisation service. The preference between
the two processes can be predefined based on the application
scenario.

Figure 1 shows a detailed workflow. Steps with prefix
TDoA, Dlg and Local are dedicated steps for TDoA Location
Computation, Delegated ToA Location Computation and Local
ToA Location Computation, respectively.

Fig. 1. Localisation Service Workflow

Let’s begin with the first phase.
TDoA(1): The D2D node to be located broadcasts a
TDoA Computation Request, asking to calculate and
register its location. This request can be received by any
gateway and D2D node.
TDoA(2): If at least three gateway nodes receive the
TDoA Computation Request within a certain period of



time, a receiving gateway node will be able to calculate
an L1 location for the target D2D node and execute steps
TDoA(3) to TDoA(5). Otherwise, the TDoA Location
Computation process fails. In this case, receiving gateway
nodes skip steps TDoA(3) and TDoA(4) and directly send
a ToA Response back to the target D2D node in TDoA(5).
TDoA(3): If the L1 location is successfully calculated in
TDoA(2) by a receiving gateway node, the gateway in-
teracts with the distributed ledger and distributed storage
system to register this location for the target D2D node.
TDoA(4): The distributed ledger and distributed storage
system send the registration result back to the gateway.
TDoA(5): If the registration succeeds, the gateway noti-
fies the target D2D node of its L1 location and confirms
the registration via a TDoA Computation Response. Oth-
erwise, the TDoA Location Computation process fails, the
gateway sends a ToA Response to the target D2D node
instead.
TDoA(6): During the TDoA Location Computation pro-
cess, any other D2D node that receives the TDoA Compu-
tation Request will respond to the target D2D node with
a ToA Response.

If the TDoA Location Computation fails, the localisation
service proceed the second phase, by beginning Delegated ToA
Location Computation or Local ToA Location Computation.

In Delegated ToA Location Computation:

Dlg(1): The target D2D node sends a Delegated Compu-
tation Request, consisting of all ToA Responses received
during TDoA(5) and TDoA(6), to a gateway node.
Dlg(2): Upon receiving the Delegated Computation Re-
quest, the gateway node interacts with the distributed
ledger and distributed storage system to verify the va-
lidity of the ToA Responses submitted in the Delegated
Computation Request.
Dlg(3): The distributed ledger and distributed storage
system return a subset of valid ToA Responses to the
gateway node.
Dlg(4): If the subset contains at least three ToA Re-
sponses, the gateway node computes an L2 location for
the target D2D node. If only one or two valid ToA
Responses are available, the gateway assigns an L3 to L5
location according to one of these valid ToA Responses.
If the subset is empty, the Delegated ToA Location
Computation process fails, and steps Dlg(5) and Dlg(6)
are skipped. The gateway notifies the target D2D node of
the failure in Dlg(7).
Dlg(5): If an L2 to L5 location is successfully computed
during Dlg(4), the gateway node interacts with the dis-
tributed ledger and distributed storage system to register
this location for the target D2D node.
Dlg(6): The distributed ledger and distributed storage
system send the registration result back to the gateway.
Dlg(7): If the registration succeeds, the gateway node
notifies the target D2D node of its location and confirms
the registration via a Delegated Computation Response.

Otherwise, it indicates the failure of localisation service
in the response.

In Local ToA Location Computation :
Local(1): The target D2D node collects all the ToA
Responses received during TDoA(5) and TDoA(6). The
D2D node try to compute an L2 to L5 location locally
as described in Dlg(4). If no ToA Responses is received
within a certain period of time, the Local ToA Location
Computation process and the localisation service end with
failure.
Local(2): If an L2 to L5 location is computed, the target
D2D node sends, to a gateway node, both the location
and the identities of the nodes whose ToA Responses were
used for the computation. This is done through a Location
Registration Request.
Local(3): The receiving gateway then interacts with the
distributed ledger and distributed storage system. It veri-
fies whether the locations of the nodes, whose identities
are submitted in the Location Registration Request, have
been registered. If all these locations are verified, the
distributed ledger and distributed storage system register
the received location of the target D2D node.
Local(4): The distributed ledger and distributed storage
system send the registration result back to the gateway.
Local(5): If the registration succeeds, the gateway node
notifies the target D2D node of its location and confirms
the registration via a Location Registration Response.
Otherwise, it indicates the failure of localisation service
in the response.

C. Location proof flows

The proposed proof of location uses registered GPS gateway
locations stored and secured on the Blockchain. An example
of the flow to collect data of a device position is as follows :

Fig. 2. Register location

The diagram 2 illustrates a five-step process involving a
smart contract and the interaction between a gateway and a
decentralized storage system. The process begins with step
1, where the gateway computes a location and generates
a location document. In step 2, this location document is
sent to a decentralized storage system as a storage request.
The decentralized storage system responds with a storage
response, which includes the location document hash and the



decentralized storage system’s DID (Decentralized Identifier),
as indicated in step 3. The gateway then initiates a register
location transaction with the Location Registry smart con-
tract, including the gateway/the located device DID and the
location document hash, in step 4. Finally, the smart contract
processes the transaction and returns a response containing the
transaction hash back to the gateway in step 5, completing the
interaction loop.

IV. SECURITY ANALYSIS

In this section, we present the security analysis of the pro-
posed localisation service, starting with the adversary model
and the security assumptions.

A. Adversary Model

When discussing attacks on localisation in wireless net-
works, two primary categories of adversaries can be identified.
The first category targets the system itself. These adversaries
launch attacks at the communication layer, aiming to com-
promise the system’s availability, confidentiality, or integrity.
The second category focuses on disrupting the accuracy of
the localisation computations. These adversaries aim to inject
anomalous data into the localisation computation process by
providing falsified timestamps or location information. Since
the common way to inject anomalous data is by submitting
falsified local information of the adversary, it’s therefore
challenging for others to detect such behavior using traditional
cryptographic methods.

In recent research, developed solutions have been proposed
to enhance resistance against the anomalous data injection, by
leveraging machine learning techniques to detect anomalous
data within the system [15], [16]. In this paper, we assume that
our system employs appropriate measures to resist anomalous
data injection targeting the localisation computations. These
measures can be integrated directly into the workflow of
section III-B, where localisation computation is required. More
specifically, TDoA (2) in TDoA Location Computation, Dlg(4)
in Delegated ToA Location Computation, and Local(1) in
Local ToA Location Computation. Consequently, our analysis
will focus exclusively on the security in the context of the first
category of adversaries.

We consider adversaries capable of initialing Adaptive
Chosen Message Attacks (A-CMA) [17]. In this scenario, an
adversary node can not only choose a set of messages and
obtain their corresponding ciphertexts or plaintexts, but also
select subsequent messages based on the outcomes of the
previously chosen messages.

B. System model and security analysis

We consider that our system is an asynchronous and decen-
tralized network, consisting of a large, finite, yet unbounded
set of nodes from the networks of two layers. To focus on
the security analysis of the proposed localisation service, we
assume that the wireless communication channels between
D2D nodes and gateway nodes are designed to prevent data
loss through re-transmission and to protect against Physical

and MAC layer attacks, such as Flooding Attacks, Replay
Attacks, and DoS Attacks. We exclusively outline the security
assumptions for the localisation service on the Network and
Application layers.

1) The connected distributed ledger and distributed storage
system satisfies the ACID properties - Atomicity, Consis-
tency, Isolation and Durability.

2) All Gateways are connected to the distributed storage
system via dedicated interfaces. Through the interfaces,
the communication between gateways and distributed
storage system satisfies the CIA properties - Confiden-
tiality, Integrity, and Availability.

3) Both D2D and Gateway nodes have their own IDs, bound
to unique public-private key pairs.

4) In the context of A-CMA, the public-private key encryp-
tion scheme is considered secure, and the digital signature
satisfies Existential Unforgeability [18]. This ensures that
the adversary cannot successfully crack the encryption or
forge the signature of any message.

5) Gateway nodes are honest.

C. Security Properties and Proofs

We conclude that our localisation service satisfies the fol-
lowing properties under A-CMA:
P1 Any computation or registration request from a D2D node

will eventually be accurately received and processed by a
gateway node. And that D2D node will eventually receive
a correct response corresponding to its request.

P2 Registered locations cannot be tampered with.
P1 is guaranteed by Lemma 1 and Lemma 2. P2 is guaranteed
by Lemma 3 The proof of this property consists of the
following Lemmas.

Lemma 1. Any request or response in the system cannot be
tampered with or falsified.

Proof. All requests and responses are required to be digi-
tally signed to ensure their integrity. Therefore, according to
Hypothesis 4 and Hypothesis 5, requests or responses in the
system cannot be tampered with or falsified.

Lemma 2. No adversary node can disrupt the message flow
within the system, nor disable the process flow of localisation
service.

Proof. In the system, any computation or registration request,
as well as any response, will eventually be delivered to the
destination. Even if messages are lost due to network conges-
tion or adversary node behavior, the underlying retransmission
mechanism will be triggered. Therefore, all messages will
eventually be successfully delivered and received.

As described in Section III-B, all three localisation compu-
tation processes have a maximum waiting time. If the waiting
time is exceeded, the process fails. The workflow will then pro-
ceed to the next step or terminate the computation. Therefore,
no behavior of an adversary node can cause the localisation
service to wait indefinitely or become disabled.



Lemma 3. No D2D node can interact with the distributed
ledger or distributed storage system without bypassing a
gateway node.

Proof. As described in Section III-B, only gateway nodes
have the access to interact with the distributed ledger and
the interface of the distributed storage system. Meanwhile,
according to Lemma 1, no D2D node can impersonate as a
gateway node. Therefore, D2D nodes cannot directly interact
with the distributed ledger or the distributed storage system,
nor tamper with the data in it.

V. EXPERIMENTAL ANALYSIS

In this section, we present and analyze the results of the
location registration process for the sm_reg smart contract.
Three key performance metrics are discussed: Average Regis-
ter Location Time vs. Number of Clients, Total Successful vs.
Failed Transactions, and Total Execution Time vs. Number
of Clients. Each chart provides insights into the scalability
and resilience of the smart contract across different client
configurations.

We utilized the Hyperledger Besu client version 24.5.1,
configured with the QBFT consensus algorithm. The system
was set to operate with a block period of 1 second and
deployed on a virtual machine running Linux Ubuntu 22.04,
with specifications of 8 vCPUs, 80 GB of storage, and 16 GB
of memory.

The implemented experimental study includes two main
components: a smart contract written in Solidity and a
JavaScript script using the web3 library to interact with the
deployed blockchain. The Solidity contract sm_reg provides
functions to register and retrieve device locations, storing
them securely on the blockchain. It defines methods like
registerLocation and getRegisteredLocations, allowing nodes
to store and query location data, ensuring the immutability and
integrity of this data. In this study, we implemented a basic
version of the location storage system that registers locations
directly on the blockchain without integrating a decentralized
storage network. This simplified version enables us to focus
solely on measuring the blockchain’s performance.

The JavaScript script implements a worker-based system
to test the scalability of the blockchain. Using the cluster
module, the script forks multiple worker processes, each
responsible for sending 100 transactions to the blockchain
to register locations. It logs each transaction’s result and
response time, aiming to measure the time taken to store
device locations under various load conditions. By omitting
the decentralized storage network, this experiment strictly
evaluates the system’s performance when handling a large
number of direct blockchain transactions, providing insight
into the blockchain’s scalability in its current configuration.

The implementation, deployment, and testing of the
sm_reg smart contract were conducted on an HP EliteBook
850 G8 Notebook laptop. This machine was configured with
Windows 11 Professional Version 23H2, an 11th Gen Intel(R)
Core(TM) i7-1185G7 processor running at 3.00GHz, and 64

GB of memory. The APIs were developed using JavaScript
(npm 10.7.0 and Node.js 20.15.0), while Solidity 0.8.0 was
chosen for implementing and compiling the sm_reg contract.

A. Average Register Location Time vs. Number of Clients
Figure 3 visualizes the relationship between the average

register location time (in milliseconds) and the number of
clients involved in the registration process. As the client load
increases from 1 to 128, the average time required to register
a device’s location steadily grows.

Fig. 3. Average Register Location Time vs. Number of Clients

Up to around 32 clients, the increase in average registration
time is relatively moderate, with times ranging from 1122
ms to 2520 ms. However, beyond this point, especially with
configurations involving 64 clients (2902 ms) and 128 clients
(3918 ms), the registration time rises significantly.

This indicates that while the blockchain can handle a
moderate number of clients efficiently, there are signs of stress
as the number of clients exceeds 32. The sharp increase in
time suggests that the resources allocated for the blockchain
are insufficient, leading to bottlenecks tied to transaction
processing speed and block confirmation times under higher
load.

B. Total Execution Time vs. Number of Clients
The final chart (Figure 4) presents the total execution time

(in seconds) required to process all transactions for each client
configuration. As the client number increases, the execution
time rises accordingly.

Execution time remains under 300 seconds for up to 64
clients (517 seconds), but spikes significantly for 128 clients,
reaching 915 seconds.

This sharp rise indicates that the system’s overall efficiency
degrades as the client load increases. The growth in execution
time is non-linear, suggesting that beyond a certain number
of clients, the system becomes increasingly inefficient. This
inefficiency is likely due to increased block propagation times
and queuing delays in processing registration transactions.
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